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Law Reform Commission’s Role

The Law Reform Commission is an independent statutory body established by the
Law Reform Commission Act 1975. The Commission’s principal role is to keep the
law under review and to make proposals for reform, in particular by recommending
the enactment of legislation to clarify and modernise the law. Since it was
established, the Commission has published over 200 documents (Working Papers,
Consultation Papers, Issues Papers and Reports) containing proposals for law reform
and these are all available at www.lawreform.ie. Most of these proposals have
contributed in a significant way to the development and enactment of reforming
legislation.

The Commission’s role is carried out primarily under a Programme of Law Reform.
Its Fourth Programme of Law Reform was prepared by the Commission following
broad consultation and discussion. In accordance with the 1975 Act, it was approved
by the Government in October 2013 and placed before both Houses of the Oireachtas.
The Commission also works on specific matters referred to it by the Attorney General
under the 1975 Act.

The Commission’s Access to Legislation project makes legislation in its current state
(as amended rather than as enacted) more easily accessible to the public in three
main outputs: the Legislation Directory, the Classified List and the Revised Acts. The
Legislation Directory comprises electronically searchable indexes of amendments to
primary and secondary legislation and important related information. The Classified
List is a separate list of all Acts of the Oireachtas and Statutory Instruments that
remain in force organised under 36 major subject-matter headings. Revised Acts
bring together all amendments and changes to an Act in a single text. The
Commission provides online access to over 100 Revised Acts enacted before 2006,
and for all Acts enacted from 2006 onwards (other than Finance and Social Welfare
Acts) that have been textually amended.
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OVERVIEW AND EXECUTIVE SUMMARY

(1)

)

BACKGROUND

Communications in a digital and online world

This Report forms part of the Commission’s Fourth Programme of Law Reform." It arises
against the reality that we live in a truly interconnected digital and online world. The
revolution in telecoms and digital media in the first two decades of the 21% century
means that we can communicate with the world through social media on smart phones
and other digital devices at virtually any time. This has brought enormous positive
benefits, because it has facilitated a new form of online and digital consumer society and
also allowed us to participate on a national and international level in civic society and in
public discourse generally. This has greatly expanded the capacity to enjoy freedom of
expression and of opinions in this jurisdiction and in comparable States.

This freedom has, however, also brought some negative aspects, including a tendency
for some online and digital users to engage in communications that cause significant
harm to others, including by posting online intimate images without consent and which
involve gross breaches of the right to privacy. Examples include the intentional victim-
shaming of individuals (overwhelmingly women) sometimes referred to as “revenge
porn” (an unhelpful shorthand because it appears to suggest it is “just porn”). Other
negative developments include intimidating and threatening online messages directed at
private persons and public figures. New forms of technology have also facilitated a new
type of voyeurism, sometimes referred to as “upskirting” and “down blousing” in which
intimate images are taken and then posted online. In addition, there have also been
many instances of online and digital harassment and stalking, which also mirror to some
extent the pre-digital versions of these harmful behaviours.

Harmful communications and digital safety: criminal offences and civil law
oversight

This project and Report has identified that the existing criminal law already addresses
some of the harmful communications described. Not surprisingly, however, it has also
identified some gaps that require reform, notably where new forms of communication
have been used in harmful ways that could not have been anticipated previously. The
Report therefore proposes that the existing criminal law, together with the proposals
intended to deal with the new forms of harmful communications, could usefully be
consolidated into a single piece of legislation, reflected in Part 2 of the draft Harmful
Communications and Digital Safety Billin Appendix A of this Report.

In addition, the public consultation carried out by the Commission leading to this Report
(including a public seminar in 2015 hosted by the Commission, and a 2 day workshop
with young people in 2016 facilitated by the Department of Children and Youth Affairs)
has also underlined the need to address harmful communications in a wider context,

' Report on Fourth Programme of Law Reform (LRC 110-2013), Project 6.

1
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which would include a system of statutory oversight that promotes and supports positive
digital safety.

The Report recommends that this should be done under a proposed Office of the Digital
Safety Commissioner of Ireland, modelled on comparable offices in Australia and New
Zealand, and which could build on the existing Office of Internet Safety located in the
Department of Justice and Equality. The proposed Commissioner would have a general
oversight and monitoring role, including functions aimed at promoting online and digital
safety generally. In this respect the Commissioner would collaborate with other relevant
State bodies such as the Ombudsman for Children in the development, with the
Department of Education and Skills and the Department of Children and Youth Affairs, of
guidance material for young people and schools on what it means to be a safe and
responsible digital citizen.

The proposed Digital Safety Commissioner would also oversee and monitor an efficient
and effective “take down” system so that harmful communications can be removed as
quickly as possible from, for example, social media sites. This would include the
publication of a statutory code of practice on take down procedures and associated
national standards, which would build on the current non-statutory take down
procedures and standards already developed by the online and digital sector, including
social media sites. The proposed statutory model envisages that applications for take
down of harmful communications would initially be made to the relevant digital or online
service provider, such as a social media site. The Digital Safety Commissioner would
become involved by way of appeal if the take down procedure did not operate in
accordance with the statutory standards — and the Commissioner would also have a
general monitoring and supervisory role, as is the case in the Australia and New Zealand
systems. These standard-setting and oversight proposals are reflected in Part 3 of the
draft Harmful Communications and Digital Safety Billin Appendix A of the Report.

The Commission is conscious of the important position that Ireland occupies in the
digital sector, including the significant presence in the State of many of the leading
online and digital multinational firms. In that context, the proposals made in this Report
may have an impact not only in Ireland but also some extra-territorial effect outside the
State because of the reach of the firms headquartered in Ireland. In this respect, the
Report begins in Chapter 1 by noting the increasing regulation internationally of aspects
of online and digital communications. This includes through the Council of Europe and
the case law of its European Courts of Human Rights, as well as through the European
Union and the case law of its Court of Justice, as well as EU legislation that affects this
area.

It may be that, ultimately, some aspects of harmful communications, such as the extra-
territorial scope of criminal and civil law in this area, will be addressed through regional
or global agreements or conventions. For the present, this Report makes
recommendations on extra-territoriality that reflect existing law, both in the criminal law
and civil law oversight areas.
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Consultation process

This Report is the culmination of an extensive consultation process for this project. In
November 2014, the Commission published a consultative Issues Paper.? This was
followed by a public seminar on 22 April 2015, as well as subsequent meetings and
discussions in 2015 and 2016 with a number of individuals and bodies, including
representatives from Government, the social media sector, legal practitioners, law
enforcement and academia.

The Commission also recognises that the views of young people on the issues covered
by this project need to be considered, because they are one of the groups most affected
by harmful digital communications. The Commission therefore organised two
consultative workshops with young people aged between 13 and 17 years, facilitated by
the Department of Children and Youth Affairs. This consultation involved two sessions on
27 and 28 April 2016, with 36 young people attending on the first day and 34 young
people attending on the second day. An independent report of the consultations,
prepared by Ms Sandra Roe, is included in Appendix B to this Report.® The Commission
very much appreciates the enthusiastic and reflective approach of the participants at
these workshops. The Commission also wishes to record its appreciation of the highly
professional manner in which the Department’s representatives organised these
workshops, and for the high quality of the report prepared by Ms Roe.

There was considerable consensus at the workshops on the need for an efficient and
effective take down procedure to deal with harmful digital communications, and on the
need for education on good digital citizenship. The independent report in Appendix B
contains a review of national and international literature that underlines the need to
address harmful digital communications in a holistic manner. The views expressed at
these workshops, as reflected in the report in Appendix B, greatly assisted the
Commission in the development of its proposals in this Report on the role and functions
of the proposed Digital Safety Commissioner.

The Commission also very much appreciates the views expressed in various ways,
including in submissions received and in discussions, with a very wide range of other
interested parties in meetings and discussions held during the consultative process. In
particular, the Commission expresses its sincere thanks for the time and expertise given
by many people to discuss with the Commission aspects of harmful communications and
digital safety. These contributions have also been taken into account by the Commission
in preparing its final recommendations in this Report.

Guiding Principles in the Report

As noted above, this Report examines harmful communications and, in particular,
harmful digital communications. This includes posting images or videos (especially
those of an intimate nature) without consent where this involves gross breaches of
privacy, setting up fake or offensive websites or social media profiles, sending

2 Law Reform Commission /ssues Paper on Cybercrime Affecting Personal Safety, Privacy and
Reputation Including Cyberbullying (LRC IP 6-2014).

® Appendix B: Report of consultations with young people concerning harmful internet
communications including cyber bullying.
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intimidating or threatening messages, as well as harassment and stalking. Particular
features of digital communication exacerbate the harm caused by this behaviour,
including the permanence of digital communication, its instant nature, the capacity to
reach very large audiences and its facility for (actual or, in some instances, perceived)
anonymity.

Chapter 1 of this Report describes the Commission’s general approach to reform in this
area. It discusses how the Commission was guided by key principles, including:

e the wider context within which law reform proposals should be considered, in
particular the need to have in place solutions that involve education and
empowerment concerning harmful digital and online communications;

e the need to take account of relevant rights and interests, including to ensure that the
law contains an appropriate balance between the right to freedom of expression on
the one hand and the right to privacy on the other hand;

e the principle of technology neutrality, which requires a focus on regulating actions
and behaviour rather than simply the means used; and

e therequirement for a proportionate legal response that recognises the respective
roles of criminal law and of civil law and regulatory oversight: namely, that criminal
law is used only where activity causes significant harm, and that civil law and
regulatory oversight includes an efficient and effective take down procedure and a
suitable statutory framework.

The wider context for this Report was fully analysed in the 2014 Report of the Internet
Content Governance Advisory Group (ICGAG Report),* which examined the general policy
setting and governance arrangements needed to address harmful online material. In
preparing this Report, the Commission has had the benefit of the discussion in the ICGAG
Report of this wider context.

In relation to the need to balance the rights to freedom of expression and privacy, the
Report discusses their recognition in the Constitution of Ireland as well as in the
European Convention on Human Rights (ECHR) and EU law.

As to technology neutrality, this requires that the form of regulation neither imposes, nor
discriminates in favour of, the use of a particular type of technology. However,
technology neutrality does not necessarily require the same rules online and offline, but
rather that the rules in both contexts achieve the same effect. This may require
technology specific laws in certain cases.

With regard to proportionality, this Report applies the harm principle, which requires
that responses based on policy, education and the civil law should be prioritised and that
the criminal law should only be employed to deal with serious harm. The Report
therefore recommends a three level hierarchy of responses to target harmful digital
communications:

e Education: to create user empowerment and foster safe and positive digital
citizenship;

* Report of the Internet Content Governance Advisory Group (Department of Communications,
Climate Action and Environment, 2014). See the discussion of the ICGAC Report in Chapter 1, below.

4
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e Civil law and regulatory oversight: where education and related responses are
ineffective and the law needs to be employed, civil law should be favoured as it is
less onerous than the criminal law;

e Criminal law: only the most serious harm should be subject to the criminal law.

This hierarchical approach is particularly important in the context of harmful digital
communications because the ease with which individuals can post content online means
that much internet communication is spontaneous and impulsive, and thus a vast
amount of content is posted every day. A hierarchical approach is also necessary
because this type of harmful communication often involves children and young people
for whom the criminal justice process should be seen as a last resort and only after
other responses, such as education or suitable diversion programmes, have been
applied.

Reform of Criminal Law Concerning Harmful Communications

Harassment should include online or digital means of communication, and indirect
forms

Chapter 2 of the Report begins with a discussion of whether the harassment offence in
section 10 of the Non-Fatal Offences Against the Person Act 71997 should be extended to
incorporate a specific reference to harassment by online or digital means of
communication.

Section 10 of the 1997 Act already applies to direct harassment of a person “by any
means”. However, as the Report describes, while this probably applies to direct online or
digital harassment, it does not clearly address other forms of online harassment about a
person, such as posting fake social media profiles. The Commission therefore
recommends that the harassment offence should be amended to include a specific
reference to harassment of or about a person by online or digital means: this would offer
important clarification as to the scope of the offence.

The Commission also recommends that section 10 of the Mon-Fatal Offences Against the
Person Act 1997 should be repealed and replaced with an harassment offence that
expressly applies to harassment by all forms of communication including through digital
and online communications such as through a social media site or other internet
medium. As already noted, the Commission considers that this reformed harassment
offence should be included in a single piece of legislation that also includes the other
offences discussed in this Report: see Part 2 of the draft Harmful Communications and
Digital Safety Billin Appendix A.

Specific offence of stalking

Stalking is an aggravated form of harassment characterised by repeated, unwanted
contact that occurs as a result of fixation or obsession and causes alarm, distress or
harm to the victim. This element of intense obsession or fixation, which creates an
unwanted intimacy between the stalker and the victim, differentiates stalking from
harassment.

The Report discusses developments in Scotland and England and Wales where specific
stalking offences were introduced in 2010 and 2012 respectively. The experiences of
these jurisdictions strongly suggest that the introduction of specific stalking offences led
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to anincrease in reporting and prosecution of stalking. Specifically naming stalking as
an offence also carries great significance for victims of stalking, because of the “hidden”
nature of the crime as well as its aggravated nature compared to harassment. The
Commission therefore recommends that a specific stalking offence should be enacted.

Need to address once-off harmful communications

The Report also considers whether offences are required to target once-off harmful
communications. Section 10 of the Non-Fatal Offences Against the Person Act 1997 is
limited to persistent behaviour and thus does not apply to a single act that seriously
interferes with a person’s peace and privacy or causes him or her alarm, distress or
harm. This gap has become particularly apparent with the advance of digital and online
communication, because the internet enables instant communication to large audiences,
often anonymously (actual or, in some cases, perceived). These features of the online
and digital environment mean that even a single communication has the capacity to
interfere seriously with a person’s peace and privacy or cause alarm, distress or harm,
particularly as internet communications are also difficult to erase completely.

A number of offences other than the harassment offence can be applied to some forms
of harmful once-off behaviour, such as sending threatening messages in section 13 of
the Post Office (Amendment) Act 19517, misuse of personal data under the Data
Protection Acts 1988 and 2003 or “hacking” under the Criminal Damage Act 1991.
However, none of these offences deals comprehensively with, for example, non-
consensual distribution of intimate images of adults where this is done on a once-off
basis, as opposed to persistently.

The Report examines how other jurisdictions, such as Canada, England and Wales,
Scotland and the Australian state of Victoria, have legislated for this type of criminal
behaviour. This includes offences designed to target non-consensual distribution of
intimate images with intent to cause harm (the victim-shaming offence often called
“revenge porn”) and other offences designed to target once-off harmful communications
(to address what is often referred to as “upskirting” and “down-blousing”).

One of the most significant challenges when legislating for harmful online behaviour is
to ensure that any offences are drafted with sufficient precision so that they are not
vulnerable to being found unconstitutional on grounds of vagueness. The Report
explores how the vagueness doctrine has been applied in the Irish courts as well as
discussing pertinent examples of legislation dealing with harmful internet
communications that have been found to be unconstitutionally vague in Ireland and other
jurisdictions.

Offence of sending or threatening or indecent messages should apply to online
communications

The Commission reiterates the recommendation in the 2014 Report of the Internet
Content Governance Advisory Group (ICGAG Report)® that the offence of sending
threatening or indecent messages, in section 13 of the Post Office (Amendment) Act

® Report of the Internet Content Governance Advisory Group (Department of Communications,
Climate Action and Environment, 2014).
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7957 (which is currently limited to communication by letter, phone and SMS text), should
be extended to apply to online communications. The Report recommends that the section
13 offence should be repealed and replaced with an offence of distributing a threatening,
false, indecent or obscene message by any means of communication and with the intent

to cause alarm, distress of harm or being reckless as to this.

New offence to address once-off intentional online victim-shaming (“revenge porn”)

The Report recommends that there should be a new offence to target the non-
consensual distribution of intimate images, including where this involves a once-off
incident. This would deal with the victim-shaming behaviour where a person posts or
otherwise distributes intimate images such as photos or videos with the intention of
causing another person harm or distress (the so-called “revenge porn” cases). The
Commission therefore recommends the enactment of an offence involving the
distribution of intimate images without the consent of the person depicted in the image
and where there is intent to cause alarm, distress of harm or being reckless as to this.

New offence to address other once-off posting of intimate images without consent
(“upskirting”)

In some instances, including in the case of young people, intimate images obtained are
shared spontaneously or without considering the impact on the person concerned, or are
re-distributed by third parties without consent. These cases may not be capable of being
prosecuted under the victim-shaming offence recommended above because the intent to
cause alarm, distress or harm element may not be present. The Commission therefore
recommends that a separate offence should be introduced to target the non-consensual
taking and distribution of intimate images without intent to cause alarm, distress or
harm. This would address the so-called “upskirting” and “down-blousing” behaviour,
which is a form of voyeurism.

Protecting the privacy of victims

The distribution of intimate images has the potential to cause the persons depicted in
such images significant harm in the form of distress, humiliation and shame. The
victims of such activity may thus be discouraged to report to the Gardai and pursue a
prosecution for fear of generating more publicity for the images in question. The
Commission therefore recommends that in any prosecution for a harmful
communications offence provided for in the Report, the privacy of the person in respect
of whom the offence is alleged to have been committed should be protected.

Consent of DPP for cases involving persons under 17

The Commission recommends that no prosecution for the offences discussed in the
Report may be brought against children under the age of 17 except by or with the
consent of the Director of Public Prosecutions. The procedural protection reflects the
Commission’s strong view that it would be highly undesirable to criminalise children
under the age of 17 years for behaviour undertaken as a result of their inherent
immaturity and where there is no intention to cause serious distress. It also reflects one
of the Commission’s guiding principles in this Report, that in the case of children and
young people, the criminal justice process should be seen as a last resort and only after
other responses, such as education or suitable diversion programmes, have been
applied.
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2 year time limit for summary prosecutions

The Commission recommends that the general 6 month time limit for bringing a
summary prosecution (in the District Court), in section 10(4) of the Petty Sessions
(Ireland) Act 1851, should not apply. Instead a 2 year time limit should apply for
summary prosecution of harmful communications offences. Frequently, these cases
require the collection of evidence from websites with servers located outside the
jurisdiction. Such content can only be obtained through the use of the Mutual Legal
Assistance Treaty procedure, which can take up to 18 months to be completed. This is a
significant problem in summary proceedings because the 6 month time limit will have
expired before the relevant content has been received and so extending this time limit
for harmful communications offences to 2 years would ensure that summary
prosecutions for such offences will not be prevented by a restrictive time limit. No
specific time limit applies to prosecutions on indictment.

Jurisdiction and extra-territoriality in criminal law

In general, criminal jurisdiction is territorial, meaning that it is usually limited to
offences committed within the territory of the State. Article 29.8 of the Constitution
provides that the State may legislate with extra-territorial effect, which must be done
expressly. There are a number of examples where the Oireachtas has expressly
provided that offences have extra-territorial effect, including under the Criminal Damage
Act 1997 and the Sexual Offences (Jurisdiction) Act 1996. The Report recommends
extra-territorial effect should apply to the harmful communications offences discussed
in the Report, and that the approach taken in the Criminal Justice (Offences Relating to
Information Systems) Bill 20176, which concerns a comparable area, should be adopted.

This would allow for extra-territorial jurisdiction for harmful communications offences
where: (a) a harmful communications offence is committed by a person in the State in
relation to a means of communication that is located outside the State, (b) a harmful
communications offence is committed by a person outside the State in relation to a
means of communication in the State or (c) a harmful communications offence is
committed by a person outside the State if the person is an Irish citizen, a person
ordinarily resident in the State, an undertaking established under the law of the State, a
company formed and registered under the Companies Act 2074 or an existing company
within the meaning of the Companies Act 2074 and the offence is an offence under the
law of the place where the act was committed.

Penalties on conviction

The Report outlines the current penalties that apply on conviction for offences relating to
harmful digital communications and makes recommendations for the penalties that
should accompany the offences provided for in the Report.

The Commission considers that the maximum penalties for the harassment offence
under section 10 of the Mon-Fatal Offences Against the Person Act 71997 are sufficient
and provide a suitable upper level for penalties that should apply to the reformed
harassment offence and to the other 3 intent-based offences proposed in the Report. The
Commission therefore recommends that the intent-based offences in the Report should
carry, on summary conviction, maximum penalties of a Class A fine (currently, a fine not
exceeding €5,000) and/or up to 12 months imprisonment, and on conviction on
indictment, an unlimited fine and/or up to 7 years imprisonment.
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The Commission recommends that the fifth offence dealt with in the Report, of taking or
distributing an intimate image without consent (to deal with so-called “upskirting” and
“down-blousing”), should be a summary offence only, and that the maximum penalties
on conviction under this offence should be a Class A fine and/or up to 6 months
imprisonment.

Intersection with hate crime

The Report has also explored the extent to which the current law on hate crime
intersects or overlaps with harmful online and digital communications.

The main legislation designed to deal with hate crime is the Prohibition of Incitement to
Hatred Act 71989. The 1989 Act prohibits incitement to hatred against a group of persons
on account of their “race, colour, nationality, religion, ethnic or national origins,
membership of the travelling community or sexual orientation.” Incitement includes
publication, broadcast and preparation of materials. The 1989 Act is not limited to offline
behaviour as it extends to words used, behaviour or material displayed in “any place
other than inside a private residence.” However, the 1989 Act has been subject to
significant criticism for its perceived inefficacy, illustrated by the limited number of
prosecutions that have been taken under it.

Ireland intends to ratify the Council of Europe Convention on Cybercrime,® and has been
encouraged to ratify the Additional Protocol to the Convention concerning the
criminalisation of acts of a racist and xenophobic nature committed through computer
systems.7 Ireland is also obliged to implement the 2008 EU Framework Decision on
combating racism and xenophobia.?

In this respect it is clear that comprehensive reform of hate crime legislation is due to be
enacted in the future, and the Commission considers that it would not therefore be
appropriate to address separately, in this Report, online hate speech only. Because
wide-ranging reform of hate speech is outside of the scope of this project, the
Commission recommends that online hate speech should be addressed as part of the
general reform of hate crime law.

Digital Safety Oversight, Take Down Procedure and Civil Law

Absence of effective oversight system or civil remedies

Chapter 3 of the Report addresses the need for an oversight system to promote digital
safety, including an efficient take down procedure for harmful digital communications.

The chapter begins by describing the existing, non-statutory, content and conduct
policies of social media companies and their reporting and takedown processes. The
Report then discusses the existing civil remedies that apply in relation to harmful digital

¢ Council of Europe, Convention on Cybercrime (23 November 2001). Ireland signed this Convention
on 28 February 2002. The Government Legislation Programme, Summer Session 2016, states that
work on a Bill to implement the Convention is underway.

7 Council of Europe, Additional Protocol to the Convention on Cybercrime, concerning the
criminalisation of acts of a racist and xenophobic nature committed through computer systems (28
January 2003).

8 Council Framework Decision 2008/913/JHA of 28 November 2008 on combating certain forms
and expressions of racism and xenophobia by means of criminal law.
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communications including the remedies available under the Defamation Act 2009 and
remedies for breach of the constitutional right to privacy. The remedies under the Data
Protection Acts 1988 and 2003 are also considered as well as the developments that
have taken place in EU law on data protection and privacy, including case law of the EU
Court of Justice and the 2016 General Data Protection Regulation.’

The Report acknowledges that available processes and remedies may not be effective,
and that the potential cost, complexity and length of civil proceedings may prevent
victims of harmful digital communications from obtaining redress in court. A victim of
harmful communications should be able to have a readily accessible and effective take
down procedure available to him or her.

Digital Safety Commissioner would promote internet safety and oversee take down
procedures

The Report describes the enactment of New Zealand's Harmful Digital Communications
Act 2075 and Australia's Enhancing Online Safety for Children Act 2015, which have
established statutory bodies to promote online and digital safety and to provide
oversight of take down procedures operated by online service providers such as social
media sites.

The Report recommends that an Office of the Digital Safety Commissioner of Ireland
should be established on a statutory basis, broadly modelled on the Australian
approach. The Digital Safety Commissioner would have functions related to promoting
online safety as well as overseeing and monitoring an efficient and effective procedure
for takedown of harmful digital communications.

The Commission considers that the Office of Internet Safety, which was established in
the Department of Justice and Equality to take a lead role for internet safety in Ireland,
may be a suitable body to take on the role of the Digital Safety Commissioner. The Report
notes that this would require decisions by the Government and Oireachtas on the
necessary funding and staffing of the Office of the Commissioner, and that these are
matters outside the scope of this Commission’s role.

The Commissioner’s educational and promotional roles

The Report recommends that the Digital Safety Commissioner’s functions should include
an educational and promotional role concerning digital safety in collaboration with
relevant Government Departments and State bodies. In the specific context of internet
safety for children and young people, the Report envisages that the Commissioner would
liaise with the Ombudsman for Children in the development, with the Department of
Education and Skills and the Department of Children and Youth Affairs, of guidance
material for young people and schools on what it means to be a safe and responsible
digital citizen. It would also include guidance on the use of mediation and restorative
processes.

? Regulation (EU) 2016/679 (the General Data Protection Regulation, GDPR). In 2018, the GDPR will
repeal Directive 95/46/EC, the 1995 Directive on data protection, which had been implemented by
the Data Protection (Amendment) Act 1993.

10
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The Commissioner’s oversight and supervision functions

The oversight and supervision functions of the Commissioner would operate in a similar
way to the Australian e-Safety Commissioner, requiring digital service undertakings to
comply with a statutory code of practice, developed after suitable consultation by the
Digital Safety Commissioner. The statutory framework would also include National
Digital Safety Standards, which would require the digital service undertaking to have in
place a provision prohibiting the posting of harmful digital communications, a
complaints scheme whereby users can request free of charge the removal of harmful
digital communications, a timeline for responding to complaints and a contact person to
engage with the Commissioner.

If the Commissioner were to be satisfied that a digital service undertaking complied with
the code of practice and the National Digital Safety Standards, the Commissioner would
be empowered to issue a certificate of compliance, which would have the presumptive
effect that the digital service undertaking was in compliance with the code and the
standards. The Report proposes that the Digital Safety Commissioner should have
responsibility for harmful content involving all individuals, adults and children.

Proposed take down procedure

The proposed take down procedure would require a user initially to make his or her
complaint directly to the relevant digital service undertaking, such as a social media site.
If the content was not taken down in accordance with the time specified in the code of
practice, the user could make a complaint to the Commissioner. The Commissioner
would then investigate the complaint and if the complaint were to be upheld, the
Commissioner would direct the digital service undertaking to remove the specified
communication and would revoke the certificate of compliance issued to the provider. If
the digital service undertaking were to refuse to comply with the direction of the
Commissioner to remove the communication, the Commissioner could apply to the
Circuit Court for an order requiring compliance by the undertaking.

Civil restraining orders for harmful communications

Section 10 of the Non-Fatal Offences Against the Person Act 1997, unlike the English and
Welsh Protection from Harassment Act 71997, does not allow separate civil proceedings
to be brought based on its provisions. However, section 10(3) of the 1997 Act empowers
a court to make a restraining order restricting a person from communicating and/or
approaching the victim where the person has been convicted of harassment. Section
10(5) of the 1997 Act also allows restraining orders to be made where a person has
been acquitted of harassment.

The Report recommends that, in cases involving the harmful communications discussed
in this Report, restraining orders should be available without the need to initiate criminal
proceedings. This would provide victims with a valuable remedy in cases where
criminal proceedings may be unsuitable or undesirable from the perspective of the
victim.

11
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Court powers in intended civil proceedings: Norwich Pharmacal orders

Norwich Pharmacal orders allow for the disclosure of the name and IP address of
parties unknown to the plaintiff against whom the plaintiff intends to issue civil
proceedings for alleged wrongful conduct.

At present, Norwich Pharmacal orders are not provided for in legislation, and only the
High Court can issue them as part of its inherent jurisdiction. This means that the cost of
obtaining such orders is high and the remedy is not available to many individuals. The
2014 Report of the Internet Content Governance Advisory Group recommended that the
power to make such orders should be placed on a statutory basis and extended to the
Circuit Court. The Commission agrees with this recommendation.

Currently, Norwich Pharmacal orders usually involve a two-step mechanism whereby an
individual has to first seek an order against the relevant website to disclose user and IP
details. Once furnished, these details may lead to data held by a telecoms company,
many of whom require a second Norwich Pharmacal order before agreeing to
disclosure. The Commission therefore recommends that a one-step procedure be
adopted for such orders whereby only one application would be required which would
apply to both the relevant website and the telecoms company.

The Commission also recommends that the person alleged to have posted the harmful
communication should be given the opportunity of appearing and making
representations before the court makes a Norwich Pharmacal order, because at present
such orders are granted on an ex parte basis (without notice to the affected party), which
may infringe the right to fair procedures and to anonymous speech.

Jurisdiction and extra-territoriality in civil law

The Report also makes recommendations in relation to the extra-territorial role of the
proposed Digital Safety Commissioner and in connection with the civil remedies
discussed above.

The Report recommends that the territorial scope of these civil aspects of harmful
communications should, in general, apply to harmful communications where: (a) such
harmful communications affect an Irish citizen or a person ordinarily resident in the
State, and (b) the means of communication used in connection with such harmful
communications are within the control of an undertaking or company established under
the law of the State.

The Commission also recommends that they should have some extra-territorial effect in
connection with an Irish citizen or a person ordinarily resident in the State. This should
reflect the approach taken in connection with the extra-territorial enforcement of civil
proceedings generally, including under the “service out” procedures in the Rules of the
Superior Courts 7986."° The Report therefore recommends that this extra-territorial
effect would be where the means of communication used in connection with harmful
communications are within the control of an undertaking established under the law of
another State but where an Irish court would have jurisdiction to give notice of service

"% Rules of the Superior Courts 1986 (S| No.15 of 1986), Orders 11-11D.

12
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outside the State in respect of civil proceedings to which such harmful communications
refer.

Chapter 4 contains a list of the 32 recommendations made in the Report.

Appendix A contains a draft Harmful Communications and Digital Safety Billto
implement the recommendations for reform in the Report.

Appendix B contains the text of an independent report, prepared by Ms Sandra Roe, of
the two consultative workshops held with young people on 27 and 28 April 2016,
facilitated for the Commission by the Department of Children and Youth Affairs.

13
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CHAPTER 1 GUIDING PRINCIPLES

The Digital and Online World

We now live in a truly interconnected digital and online world. The emergence of digital
technology, notably social media, in the early part of the 21% century has transformed how
we communicate with each other. This has brought enormous positive benefits, because
we can: keep in visual and written contact with family and friends who are half way
around the world; order and buy food, clothes, books and services online; plan and book
holidays, flights and holiday insurance online; obtain an almost endless amount of digital
information about the world and its history; and participate on a national and international
level in civic society and in public discourse generally. This has greatly expanded the
capacity to enjoy freedom of expression and of opinions in this jurisdiction and in
comparable States. It has facilitated a new form of online and digital consumer society
and also allowed us to participate on a national and international level in civic society and
in public discourse generally. This has greatly expanded the capacity to enjoy freedom of
expression and of opinions in this jurisdiction and in comparable States.

This freedom has, however, also brought some negative aspects, including a tendency for
some online and digital users to engage in communications that cause significant harm to
others, including by posting online intimate images without consent and which involve
gross breaches of the right to privacy. This project and Report examines harmful
communications, including harmful digital communications that affect personal safety,
privacy and reputation. Such content can be uploaded on websites, particularly social
media websites such as Facebook or Twitter or video sharing websites such as YouTube,
or can be distributed by email, instant messenger, SMS or appear in chat rooms.

This can include a wide spectrum of activities, at one end of which are repeated
communications that are intended to be harmful and to cause fear and at the other end
are one-off communications that involve invasions of privacy of an embarrassing or
hurtful kind but might be described as being at the lower end of harmful. This spectrum
therefore includes:

repeatedly sending messages directly to a person that are harmful and are neither
sought or wanted by that person: in other words the online version of offline stalking,
harassment or threatening communications;

creating a fake profile on a social media site about a person that includes harmful
material intended to be damaging or shaming to the person: when created about a former
partner, this is sometimes referred to as “revenge porn”, but the Commission does not
support the use of that phrase, because it may appear to suggest that it is “just porn™;
one-off posting online of an image or video of an intimate nature without the consent of the
person involved: a version of voyeurism, also referred to as “upskirting”;

posting personal information online without consent;

posting embarrassing information online.

15
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Harmful digital activity thus sometimes involves persistent, repeated, acts and is
therefore directly comparable with offline harassment and stalking. The Commission has,
however, also taken into account that a “one-off” online act may have harmful ripple
effects that are particular to the online and digital environment: the one off upload can
very quickly be spread globally and have virtually an immediate impact that may in fact be
more damaging than offline persistent harmful behaviour.

Indeed, there are a number of significant features of harmful digital communications that
contrast with similar offline behaviour:

Disconnection: when individuals are online they may feel disconnected from their
behaviour as it is not occurring in the “real world” but rather from the safety and distance
offered by a phone, laptop or similar device.

Anonymity: This sense of disconnection is increased by the air of anonymity (frequently
perceived rather than actual) involved in digital communications and may prompt
individuals to act in a manner they would not in the offline world." This air of anonymity
may also increase the anxiety experienced by the victim as the pool of potential
perpetrators may be far wider in the online setting than offline.

Instant communication: The instant nature of digital communications may exacerbate the
harm caused to the victim because it may lead to a greater volume of, and more frequent,
communications compared to offline harassment.

Global audiences: The potential to reach large, even global, audiences and the
overwhelming exposure that may result can magnify the harm. This potentially global
dimension to the harassment may also raise jurisdictional issues which make application
of the law difficult.

Permanence: The permanence of material combined with the searchability of the web
means that damaging content can survive long after the event and can be used to re-
victimise the target each time it is accessed.’

While this Report therefore deals with a wide spectrum of harmful digital and online
activities, it is important to note that it is limited to activities directed at a specific person
or about that person. This can include children and young persons as well as adults. It
therefore includes some activity that is already currently covered by the criminal law,
notably the offence of harassment (which includes stalking) in section 10 of the Non-Fatal

' The case of the 63 year old English woman Brenda Leyland appears to illustrate this. In 2014 Ms
Leyland sent thousands of tweets under the pseudonym “@sweepyface” stating her view, in an
angry and outspoken manner, that the parents of the missing child Madeline McCann were involved
in the child’s disappearance. Offline, however, Ms Leyland behaved very differently to her Twitter
persona, and shortly after she was publicly exposed she committed suicide. See “The Case of
Brenda Leyland and the McCanns is a thoroughly modern tale of internet lawlessness” The
Independent 6 October 2014, available at http://www.independent.co.uk/voices/comment/the-
case-of-brenda-leyland-and-the-mccanns-is-a-thoroughly-modern-tale-of-internet-lawlessness-
9778262.html.

2 The decision of the EU Court of Justice in Case C-131/12, Google Spain SL and Google Inc v
Agencia Espanola de Protection de Datos (judgment of 13 May 2014) may reduce the potential for
this in the future, because the Court held that a search engine is obliged, if requested, to remove
search results from its index where the data involved is inaccurate, inadequate, irrelevant or
excessive. The material itself remains on the relevant source site, so the precise effect of this
decision on the “right to be forgotten” has yet to be seen. This case is discussed further in Chapter
3 at paragraph 3.35.

16



1.07

1.08

1.09

REPORT: HARMFUL COMMMUNICATIONS AND DIGITAL SAFETY

Offences against the Person Act 1997. As noted below in this Report section 10 of the
1997 Act probably does not cover, for example, the creation of fake social media profiles
or the victim shaming (so-called “revenge porn”). The Report also overlaps with other
existing law and procedures that deal with illegal online activity. This includes for example
the Data Protection Acts 71998 and 2003 (harmful communications often involve unlawful
use of personal data), the Criminal Damage Act 71997 (“hacking” may have taken place) or
the Child Pornography and Trafficking Act 71998 (posting intimate images of young people
online).

Nonetheless, although the recommendations in this Report concerning reform of the
criminal law (Chapter 2) and reform of civil law and oversight of digital safety (Chapter 3)
may overlap with aspects of such existing laws, they differ in important respects from
those statutory provisions and are intended to operate quite separately. For example,
although Chapter 2 of the Report recommends the enactment of offences that involve the
distribution of intimate images without consent, those offences are not proposed as
sexual offences, but rather offences that involve an intention to cause serious harm to the
person, including a serious breach of the person’s right to privacy. The Report also
overlaps to some extent with the regulation of hate speech, but as this is usually directed
at a general group of people rather than a specific person, and because this area is to be
reformed in the near future in the wider context of reform of hate crime, it falls outside
the scope of this Report (see the discussion at the end of Chapter 2).

2014 Report of the Internet Content Governance Advisory Group

There is a growing awareness internationally of the need to address related harmful
internet content, including harmful digital communications.? In 2013, the Oireachtas Joint
Committee on Transport and Communications published a Report on Addressing the
Growth of Social Media and Tackling Cyberbullying,” which identified gaps in the
governance and law concerning harmful internet content and recommended the need for
a general review of this area. In response to this Report, the Minister for Communications,
Energy and Natural Resources (now the Minister for Communications, Climate Action and
the Environment) established the Internet Content Governance Advisory Group. This led to
the publication of the 2014 Report of the Internet Content Governance Advisory Group
(ICGAG Report),” which comprehensively examined the general policy setting and
governance arrangements needed to address harmful online material.

In accordance with the Advisory Group’s terms of reference the ICGAG Report emphasises
the damaging impact of such harmful material on young people who are active users of
social media, including for example poor school performance, depression, self-harm and
in some instances suicide. It is equally important to note that there have also been well-
publicised cases of adults, both in public life or who have become involved in public online

* See, for example, the comparative survey in the New Zealand Law Commission’s Ministerial
Briefing Paper Harmful Digital Communications: The Adequacy of the Current Sanctions and
Remedies (2012).

* Report on Addressing the Growth of Social Media and Tackling Cyberbullying (Houses of the
Oireachtas, 2013).

® Report of the Internet Content Governance Advisory Group (Department of Communications,
Climate Action and Environment, 2014).
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campaigns, who have experienced identical issues when faced with menacing online
comments.® The Commission’s examination of harmful communications addresses the
matter in relation to its impact on all persons.

The ICGAG Report contains 30 recommendations whose principal focus is on the need for
enhanced awareness and understanding of harmful digital content, together with new
national governance arrangements. These include the following:

e the Office for Internet Safety (0iS) in the Department of Justice and Equality should
have a clear oversight role of the system of self-regulation for illegal internet content,
including oversight of the current voluntary blocking of illegal internet content
undertaken by mobile network operators;

e the Internet Safety Advisory Committee (ISAC) should be reconfigured as the National
Council for Child Internet Safety (NCCIS) and be the primary forum for internet safety
strategy in Ireland, with representation from industry, relevant government
departments, public bodies, civil society including youth representation and child
protection interests;

e NCCIS should act as coordinator for the Safer Internet Ireland project (which should
become the Safer Internet Ireland Centre (SIIC)), in particular its awareness-raising,
education and helpline functions; and

e SIIC should be responsible for compiling best practice resources for dealing with
online abuse and harassment for parents, teachers and young people; should plan
and direct a national awareness campaign on effective measures to deal with
reporting cyberbullying and online abuse; and liaise with the Office of the Data
Protection Commissioner to raise awareness of privacy issues in the sharing of
content online and the most appropriate ways to deal with violations of privacy.

The ICGAG Report also includes two specific recommendations on legislative reform:

e section 13 of the Post Office (Amendment) Act 1951, as amended by the
Communications Regulation (Amendment) Act 2007, which provides that it is an
offence to send by phone or text any message that is grossly offensive, indecent,
obscene or menacing, should be amended to include social media and other online
communications; and

e in the context of civil law remedies, there should be a review of the suitability of
current rules of court on discovery and disclosure to bring them into line with
technological norms.’

The ICGAG Report noted this project and therefore left to the Commission consideration
and recommendations for law reform in this area, including any proposed reform of the

¢In England in 2013, Caroline Criado-Perez became the subject of repeated threatening tweets
(including threats of mutilation and sexual assault) in response to her online campaign to have a
greater number of women (such as Jane Austen) represented on English bank notes. Arising from
this, in 2014 two people were convicted of improper use of a communications network under
section 127 of the English Communications Act 2003, which is broadly similar to section 13 of the
Post Office (Amendment) Act 1951, as amended by the Communications Regulation (Amendment)
Act 2007, discussed in Chapter 2, paragraphs 2.83-2.88.

"This is discussed further in Chapter 3, paragraphs 3.106-3.108.
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offence of harassment in section 10 of the Non-Fatal Offences against the Person Act
19978 Following publication of the 2014 Report, a cross departmental group was
established in July 2014. This group is chaired by the Department of Communications,
Climate Action and Environment and includes representatives from the Departments of
Justice and Equality, Children and Youth Affairs, Education and Skills and Health. At the
time of writing (September 2016) the group is understood to be preparing a document for
Government outlining a set of measures to implement the 2014 Report.’ The focus of this
present Report is on the reform of the criminal law concerning harmful communications
and on a statutory oversight model to promote digital safety and for an effective civil law
take down procedure. The policy and governance recommendations in the 2014 Report,
and in this Report, remain a matter for the Government and Oireachtas to consider,
notably in terms of staffing and funding of any oversight body for harmful digital
communications.

Principles of Reform

A number of key principles have guided the Commission’s approach to reform in this area,
including:

e the wider context within which law reform proposals should be considered, as
discussed in the 2014 ICGAG Report, above, in particular the need to have in place
solutions that involve education and empowerment concerning harmful digital and
online communications;®

e the need to take account of relevant rights and interests, including to ensure that the
law contains an appropriate balance between the right to freedom of expression on the
one hand and the right to privacy on the other hand;

e the principle of technology neutrality, which requires a focus on regulating actions and
behaviour rather than simply the means used; and

e the requirement for a proportionate legal response that recognises the respective
roles of criminal law and of civil law and regulatory oversight: namely, that criminal
law is used only where activity causes significant harm, and that civil law and
regulatory oversight includes an efficient and effective take down procedure and a
suitable statutory framework.

Balancing the Right to Privacy and the Right to Freedom of Expression in the
internet context
Limited restraint on freedom of speech is an ideal upon which the internet was built. As
John Perry Barlow stated in his famous paper “A Declaration of the Independence of
Cyberspace”, the internet is a “world where anyone, anywhere may express his or her

8 Report of the Internet Content Governance Advisory Group (Department of Communications,
Climate Action and Environment, 2014) at 45 and 64.

? See website of the Department of Communications, Climate Action and Environment, “Internet
Content” available at http://www.dcenr.gov.ie/communications/en-ie/Internet-
Policy/Pages/Internet-Content.aspx.

' See also generally Department of the Taoiseach, Regulating for a Better Future: A Government
Policy Statement on Sectoral Economic Regulation (Department of the Taoiseach, Government
Publications, 2013).
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beliefs, no matter how singular, without fear of being coerced into silence or
conformity.”"’

The internet allows people to connect with each other globally, to share ideas and
opinions as well as creative content, to maintain contact and participate in debate. It
allows individuals to establish contact with broad groups of people worldwide as well as
foster closer ties with family, friends and other “real world” contacts. The internet also
enables individuals to contribute to and shape debates on important political and social
issues, and within states with repressive regimes, the internet can be a particularly
valuable means of allowing people to have their voices heard. Freedom of expression is
therefore the lifeblood of the internet and needs to be protected. As David Kaye, UN
Special Rapporteur on the promotion and protection of the right to freedom of opinion and
expression, notes in a 2015 Report, the internet “has profound value for freedom of
opinion and expression, as it magnifies the voice and multiplies the information within
reach of everyone who has access to it” so much so that it has become, within a relatively
brief period “the central global forum”.'? Thus, he states, “an open and secure Internet
should be counted among the leading prerequisites for the enjoyment of the freedom of
expression today”."

However, other rights also need to be safeguarded in the online setting, most notably, the
right to privacy which can encapsulate related rights including rights to safety, reputation
and dignity. The internet leaves individuals vulnerable to serious privacy violations
through the non-consensual posting of private, false, humiliating, shameful or otherwise
harmful content. Often the potential consequences of uploading harmful content is not
appreciated by those responsible for such actions as it can be difficult to foresee how
quickly or widely content may spread. For example, the fellow students of the so-called
“Star Wars Kid” were unlikely to have predicted when they uploaded an embarrassing
video of their classmate emulating lightsabre movements with a golf club that the video
would go “viral” and remain in public consciousness more than 10 years after the
upload.’ The subject of this video had to withdraw from mainstream education and
receive counselling. Although this is an extreme example, it is by no means an
exceptional one: the media has reported many other cases of videos uploaded online that
have gone viral with potentially devastating consequences. '

Images uploaded online without consent can have similarly far-reaching effects,
particularly where such images are of an intimate nature. In particular, the phenomenon
of victim shaming (so-called “revenge porn”) where intimate images taken during a
relationship are later uploaded online when the relationship ends, sometimes through

" John Perry Barlow “A Declaration of the Independence of Cyberspace”, 8 February 1996,
available at https://projects.eff.org/~barlow/Declaration-Final.html. This declaration was widely
distributed and displayed on websites during the 1990s and early 2000s.

2 UN Human Rights Council, Report of the Special Rapporteur on the promotion and protection of
the right to freedom of opinion and expression, David Kaye, 22 May 2015, A/HRC/29/32 at
paragraph 11.

3 Ibid.

"““Ten Years Later, Star Wars Kid Speaks” available at http://news.yahoo.com/blogs/sideshow/10-
years-later-star-wars-kid-speaks-231310357.html; See also Solove “Speech, Privacy and
Reputation on the Internet” in Levmore and Nussbaum (eds) The Offensive Internet: Speech,
Privacy and Reputation (Harvard University Press, 2010) at 15.

® For example, the “Slane girl” discussed further in Chapter 2, paragraph 2.164.
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emails, SMS or other forms of electronic communication (a practice often referred to as
“sexting”), can have serious psychological consequences for the victim involved.' The
threat of uploading such content can also be used to threaten or attempt to control the
subject.

Social Media Sites

A focal point for many concerns relating to online privacy is the use of social media sites,
as they can frequently be the setting for harassment and privacy violations. Although
there are other types of websites which can also be the hosts of harmful activity and
should not be overlooked, such as online gaming sites, blogs, message boards (such as
Reddit) and specialised sites such as those dedicated to so-called revenge porn, the
enormous popularity of social media sites and the extent to which they have become
embedded in 21 century society suggests that they are, for the typical internet user, the
most likely site of harm and therefore deserving of scrutiny.'’

Social Media v Social Networking

Although some commentators argue that the terms “social media” and “social
networking” are distinct, with social media focused on sharing content and social
networking based around creating and fostering relationships, '® the terms are frequently
used synonymously, and this Report follows that approach. In general, “social media” and
“social media site” are favoured in this Report as these terms have come to be more
popular in general usage and potentially encompass a broader range of activity. However,
there are a number of instances in which “social networking” and “social networking
sites” are used, mainly where these terms are used by a particular group, such as the
discussion of the MRBI polls on social networking, or in a particular context, notably that
of data protection, as “social networking” has been used by the Article 29 Working Group'’
and in the text of the 2016 EU General Data Protection Regulation.?

' “| was a victim of revenge porn. | don’'t want anyone else to face this” The Guardian 19 November
2013 available at http.//www.thequardian.com/commentisfree/2013/nov/19/revenge-porn-
victim-maryland-law-change.

"For example, half of the respondents to a 2016 European Parliament study on Cyberbullying
among young people identified social media sites as a channel for cyberbullying. See European
Parliament, Directorate General for Internal Policies, Cyberbullying Among Young People (EU
Parliament Policy Department for Citizen's Rights and Constitutional Affairs, September 2016) at
29. Similar findings were made in studies by the UN Special Representative of the Secretary
General on Violence against Children and the 2014 Net Children Go Mobile Report, both of which
concluded that social media sites are the most common technologies used by children for
cyberbullying. See Office of the UN Special Representative of the Secretary-General on Violence
against Children, Thematic Report: Releasing children’s potential and minimizing risks: information
and communication technologies, the internet and violence against children, (2014) at 31;
Mascheroni and Olafsson, Net Children Go Moblie: Risks and Opportunities Second Edition (2014) at
b4.

'® “Social Media vs. Social Networking” The Huffington Post 2 October 2013 available at
http.//www.huffingtonpost.com/fauzia-burke/social-media-vs-social-ne b 40717305.html.

"7 Article 29 Data Protection Working Party Opinion 5/2009 on online social networking
01189/09/EN WP 163 (June 2009).

20 Recital 18 of Regulation (EU) 2016/679 of the European Parliament and the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal data and on
the free movement of such data, and repealing Directive 95/46/EC (General Data Protection
Regulation).
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Definition and Examples

Social media sites are an extremely significant element of modern internet usage and
have many valuable functions, in particular, they are an important communication tool
allowing individuals to create and nurture relationships and connections as well as share
content. Social media sites have been defined as:

“web-based services that allow individuals to (1) construct a public or semi-public
profile within a bounded system, (2) articulate a list of other users with whom they
share a connection, and (3) view and traverse their list of connections and those made
by others within the system.”?'

Therefore, the key feature of social media sites is a public or a semi public profile through
which users connect with other users. The nature of these connections can vary from site
to site, with some social media sites used predominantly to connect with friends, family
and acquaintances known to the user in the offline world, others used to make
professional or career based connections and other sites used to connect people based on
interests who may not know each other outside of the online setting. However, it appears
that most social media sites are not used to meet new people but rather to communicate
with people who are already part of the user’'s extended social network, which includes
individuals who may only be distantly connected to the user offline.?

With over one billion users, Facebook is currently the world’'s most popular social media
site. According to an April 2016 Ipsos MRBI Poll on Social Networking, 64% of people in
Ireland have Facebook accounts.? In addition, 72% of these account holders use
Facebook daily which is significantly more than other social networking sites?* and
illustrates the extent to which Facebook has become embedded in the lives of many
members of Irish society. Facebook allows users to set up a profile in their own name,
share information, post pictures and videos, message others and comment on content
shared by others.

Twitter is the second most popular social media site in Ireland with 29% of the population
having Twitter accounts.?® Twitter is a “micro-blogging” site, which allows users to post
short messages or updates (in general, 140 characters or less) known as “tweets” and
“follow” others, including people known to the user as well as celebrities. Users of Twitter
can use their real names, as is required for users of Facebook, but may also use
pseudonyms.

Ask.fm is a social media site which appears to be more popular with teenagers and young
people unlike other social networking sites which tend to have users of all ages.26 Ask.fm

2! Boyd and Ellison, “Social Network Sites: Definition, History, and Scholarship” (2008) 13 J Comput
Mediat Commun 210, at 211.

22 [bid.

2 Ipsos MRBI, Social Networking Quarterly April 2016 available at Attp.//ipsosmrbi.com/wp-
content/uploads/2016/05/SN Aprié.png.

% Ibid. The second highest “engagement” figures belonged to Instagram, with 50% of account
holders using it daily, followed by Twitter (39%), Google+ (19%), Pinterest (15%) and LinkedIn
(14%).

2 Jbid.

¢ Ask.fm was not included in the Ipsos MRBI poll.

22


http://ipsosmrbi.com/wp-content/uploads/2016/05/SN_Apr16.png
http://ipsosmrbi.com/wp-content/uploads/2016/05/SN_Apr16.png

1.24

1.25

1.26

(iii)
1.27

REPORT: HARMFUL COMMMUNICATIONS AND DIGITAL SAFETY

allows users to set up profiles and ask other users questions, with the option of doing so
anonymously. Other significant general social media sites include Tumblr and Google+.”

Niche social media sites also exist including LinkedIn, which is based on forming
professional or work related connections,?® video sharing sites like YouTube and Vine and
photo-sharing sites such as Instagram (which is owned by Facebook), Pinterest and
Snapchat. Some social media sites are extremely popular within particular countries
without enjoying the worldwide usage of sites such as Facebook and Twitter including Mixi
(Japan), VK (Russia), Qzone and Sina Weibo (China).

There have also been a number of social media sites which once enjoyed great popularity
but have declined significantly in usage in more recent times, including MySpace, which
was once the world’'s most popular social media site, and Bebo which had a very large
user base in Ireland and the UK. The growth in popularity of Facebook is generally
accepted as the main reason why both MySpace and Bebo, both of which had similar
functions to Facebook, declined in usage.”’

The majority of social media users are under the age of 35. According to a 2013 Report,
63% of all Facebook users in Ireland were under 35.%° Of this figure, only 11% of users
were under the age of 18, illustrating that while social media use is commonly associated
with teenagers, it is young people between the ages of 18 and 35 which appear to
comprise the greatest number of users. However, this is slowly changing and gradually
social media sites are attracting users from a broader age demographic, with individuals
over the age of 50 increasingly availing of such services.”' Privacy concerns relating to
social media sites are therefore a matter of growing concern for all members of society.

Financing of Social Media Sites

Social media sites are free to join, to encourage the greatest number of people to sign up
to their services. Revenue for such sites is generated by advertising. A significant amount
of this advertising is targeted at users based on the information which users of the site
consent to be made publicly available. Thus, although there is no financial cost to using
social media sites, users pay for their usage through supplying information. Therefore,

77 Google+ is the third most popular social networking site in Ireland according to the Ipsos MRBI
poll with 27% of people living in Ireland having accounts. The MRBI Poll also found that 3% of the
population have Tumblr accounts.

%8 Linkedln, according to the Ipsos MRBI poll, is the fourth largest social networking site in Ireland,
with 25% of the population having accounts. The next most popular sites are Instagram (23%) and
Pinterest (16%).

* Besides being unable to hold off competition from Facebook, there were other reasons for the
decline of MySpace and Bebo. Safety concerns contributed to the decline of MySpace, in particular,
the site was implicated in a series of sexual interactions between adults and minors - see Boyd and
Ellison, “Social Network Sites: Definition, History, and Scholarship” (2008) 13 J Comput Mediat
Commun 210, at 217; Bebo was effected by a lack of financing from parent company AOL. See
“Bebo: where did it all go wrong?” The Guardian7 April 2010
http://www.theguardian.com/media/2010/apr/07/bebo-facebook.

% “Social Media Statistics Ireland [Infographic]” EightyTwenty 24 April 2013 available at
http://www.eightytwenty.ie/blog/social-media-statistics-ireland-infographic/.

3! According to a survey of US Facebook users carried out by the Pew Research Center in 2014,
63% of adults aged between 50-64 have Facebook accounts (up from 60% in 2013) and 56% of
adults over 65 have accounts (up from 45% in 2013). See Pew Research Center, Social Media
Update 2074 (January 2014), page 5, available at
http://www.pewinternet.org/files/2015/01/Pl_SocialMediaUpdate20144.pdf.
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while users generally do not view their relationship with social media sites as a
commercial one, the “transaction between user and site is essentially economic”.*? Such
is the popularity of the largest social media sites that some are very profitable and have a
high market value. For example, as of June 2016, Facebook’'s market value was
estimated to be over $340 billion making it the seventh largest company by market
capitalisation.® As publicly available information generates revenue for social media
sites, it is at least arguable that there is a risk that user privacy may take a subordinate
role to the, legitimate, goal of profitability.

Social Media Sites and Privacy

Social media sites are premised on the notion of sharing content with others and as the
popularity of such sites illustrates, a large section of society appears to have become
comfortable with habitually sharing personal information with a wide social network. This
has been acknowledged by Mark Zuckerberg, the founder of Facebook: “people have
really gotten comfortable not only sharing more information and different kinds, but more
openly and with more people. That social norm is just something that has evolved over
time”.>* However, this does not necessarily mean that users of social media sites do not
also value some form of privacy, albeit an evolving one.

It has been argued that users of social media continue to value privacy, but that their
definition of privacy differs to traditional understandings of the concept. Thus, privacy in
the context of social media means that while a user may consent to disclosing information
to a select group this does not indicate that the user has consented to broader public
disclosure.®® In other words, privacy in this setting emphasises the importance of control
over one’s own information. However, individuals often use social media sites without
realising how much of their personal information is public or appreciating the large
number of users who may have access to it. In addition, removing content from social
media sites can be very difficult as sites appear to be reluctant to remove material unless
it is obviously illegal in nature, such as child pornography.* There a number of reasons
for this reluctance, including a desire to protect freedom of expression. However, the
immunity from liability that such sites enjoy under the EU 2000 eCommerce Directive®’
and the lack of clarity around the notice and takedown procedure provided for under the
Directive is also a factor.

*2 Rodrigues, “Privacy on Social Networks” in Levmore and Nussbaum (eds) The Offensive Internet:
Speech, Privacy and Reputation (Harvard University Press, 2010), at 243.

¥ “|argest Companies by Market Cap Today” Dogs of the Dow 2 June 2016 available at
http.//dogsofthedow.com/largest-companies-by-market-cap.htm.

% “Privacy no longer a social norm, says Facebook founder” The Guardian11 January 2010
available at http://www.theguardian.com/technology/2010/jan/11/facebook-privacy.

* Rodrigues, “Privacy on Social Networks” in Levmore and Nussbaum (eds) The Offensive Internet:
Speech, Privacy and Reputation (Harvard University Press, 2010), 250, referencing Strahilevitz, “A
Social Network’s Theory of Privacy” (2005) U Chi L Rev 919.

* The content and conduct policies of social media sites are discussed more extensively in Chapter
3 at paragraphs 3.04-3.13.
Directive 2000/31/1EC (the eCommerce Directive), which was implemented in Ireland by the

European Communities (Directive 2000/31/EC) Regulations 2003 (S| No. 68 of 2003).
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2000 eCommerce Directive: general immunity for “mere conduits” of information
and of internet content hosts for illegal content Social Media Sites and Privacy

Article 12 of the eCommerce Directive, implemented by Regulation 16 of the European
Communities (Directive 2000/31/EC) Regulations 2003, provides that an internet service
provider, such as a telecoms company or social media site, “shall not be liable” for
information transmitted by it in a communication network provided it acts as a “mere
conduit” of the information in question. Similarly, Article 13 of the eCommerce Directive,
implemented by Regulation 17 of the 2003 Regulations, provides that a site that provides a
caching service also enjoys, in effect, immunity from liability for the cached content.

Article 14 of the eCommerce Directive, implemented by Regulation 18 of the 2003
Regulations, provides that an internet site that hosts content, which includes a social
media site, is not liable for this content, provided the site either (a) “does not have actual
knowledge of illegal activity or information and, as regards claims for damages, is not
aware of facts or circumstances from which the illegal activity or information is
apparent”; or (b) “upon obtaining such knowledge or awareness, [the site] acts
expeditiously to remove or disable access to the information.”*®

Article 15 of the eCommerce Directive also provides that EU Member States “shall not
impose a general obligation on [internet service] providers to monitor the information
which they transmit or store, nor a general obligation actively to seek facts or
circumstances indicating illegal activity.” Article 15 provides, however, that Member
States “may” establish obligations on internet service providers “promptly to inform the

%% Article 14 (hosting) of the 2000 eCommerce Directive provides:

“1. Where an information society service is provided that consists of the storage of information
provided by a recipient of the service, Member States shall ensure that the service provider is not
liable for the information stored at the request of a recipient of the service, on condition that:

a) the provider does not have actual knowledge of illegal activity or information and, as regards
claims for damages, is not aware of facts or circumstances from which the illegal activity or
information is apparent; or

(b) the provider, upon obtaining such knowledge or awareness, acts expeditiously to remove or to
disable access to the information.

2. Paragraph 1 shall not apply when the recipient of the service is acting under the authority or the
control of the provider.

3. This Article shall not affect the possibility for a court or administrative authority, in accordance
with Member States’ legal systems, of requiring the service provider to terminate or prevent an
infringement, nor does it affect the possibility for Member States of establishing procedures
governing the removal or disabling of access to information.”

Article 14 was implemented by Regulation 18 of the European Communities (Directive 2000/31/EC)
Regulations 2003 (S| No. 68 of 2003), which provides:

“(1) An intermediary service provider who provides a relevant service consisting of the storage of
information provided by a recipient of the service shall not be liable for the information stored at
the request of that recipient if—

(a) the intermediary service provider does not have actual knowledge of the unlawful activity
concerned and, as regards claims for damages, is not aware of facts or circumstances from which
that unlawful activity is apparent, or

(b) the intermediary service provider, upon obtaining such knowledge or awareness, acts
expeditiously to remove or to disable access to the information.

(2) Paragraph (1) shall not apply where the recipient of the service is acting under the authority or
the control of the intermediary service provider referred to in that paragraph.

(3) This Regulation shall not affect the power of any court to make an order against an intermediary
service provider requiring the provider not to infringe, or to cease to infringe, any legal rights.”
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competent public authorities of alleged illegal activities undertaken or information
provided by recipients of their service or obligations to communicate to the competent
authorities, at their request, information enabling the identification of recipients of their
service with whom they have storage agreements.”* Article 15 was not directly
transposed into Irish law, but in 1999 a system for reporting illegal internet content,
hotline.ie, was established on foot of the 1998 Report of the Working Group on the lllegal
and Harmful Use of the Internet, which recommended that a non-statutory industry self-
regulatory framework should be established. Hotline.ie is operated by the Internet Service
Providers Association of Ireland (ISPAI), and is co-funded by the ISPAI and the EU
Commission, under the Commission’s Connecting Europe Facility Telecom — Safer Internet
— Programme. Hotline.ie is overseen by the Office for Internet Safety in the Department of
Justice and Equality.*°

The purpose of the immunity provisions in Articles 12 to 15 of the eCommerce Directive is
to facilitate the free movement of “information society services” and is a specific reflection
in EU law of a more general principle, namely, freedom of expression.*' Thus, the
Directive contributes to the continued growth of such online sites and ensures that online
freedom of expression is protected. It should be noted, however, that because liability
only arises where a site becomes actually aware of harmful or illegal material, this has
the effect that the less internet service providers engage with the content they host the
less responsibility they will incur and consequently, the more likely they will be able to
avoid liability.*? The relevant case law of the Court of Justice of the European Union
(CJEU) confirms this view.

In Google France v Louis Vuitton,*® the CJEU held that for a service provider to avail of the
hosting defence in Article 14 of the eCommerce Directive, “it is necessary to examine
whether the role played by that service provider is neutral, in the sense that its conduct is
merely technical, automatic and passive, pointing to a lack of knowledge or control of the
data it stores”.** Thus if the service provider plays an active role such as to give it
knowledge or control over the data, then it cannot avail of the liability exemption.

¥ Article 15 (No general obligation to monitor) of the eCommerce Directive provides:

“1. Member States shall not impose a general obligation on providers, when providing the services
covered by Articles 12, 13 and 14, to monitor the information which they transmit or store, nor a
general obligation actively to seek facts or circumstances indicating illegal activity.

2. Member States may establish obligations for information society service providers promptly to
inform the competent public authorities of alleged illegal activities undertaken or information
provided by recipients of their service or obligations to communicate to the competent authorities,
at their request, information enabling the identification of recipients of their service with whom
they have storage agreements.”

0 Aside from this non-statutory arrangement, McCarthy has suggested that “[m]ost likely, Article
15 can be directly relied upon in domestic proceedings given that it meets the requisite standard of
being ‘unconditional and sufficiently precise’ in its formulation”. See McCarthy, “Is The Writing on
the Wall for Online Service Providers? Liability For Hosting Defamatory User-Generated Content
Under European and Irish Law” (2015) Hibernian LJ 16 at 23.

T Recital 9 of the eCommerce Directive.

2 See McCarthy, “Is The Writing on the Wall for Online Service Providers? Liability For Hosting
Defamatory User-Generated Content Under European and Irish Law” (2015) Hibernian L.J. 16 at 18.
“* Joined Cases C-236/08 to C-238/08 Google France v Louis Vuitton 0J C134/2.

“ Ibid at paragraph 113.
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In L'Oreal SA v eBay International AG and Others,"® the CJEU considered the knowledge
requirements in Article 14(1)(a) and (b) of the Directive, stating that a service provider
would be unable to avail of the liability exemption if it is “aware of facts or circumstances
on the basis of which a diligent economic operator should have identified the illegality in
question and acted in accordance with Article 14(1)(b) of the Directive.”*® The CJEU added
that in order for the rules set out in Article 14(1)(a) not to be “rendered redundant, they
must be interpreted as covering every situation in which the provider concerned becomes
aware, in one way or another, of such facts or circumstances”.*’” This broad definition of
knowledge places a considerable responsibility on internet service providers because, as
McCarthy states, “it fixes a lower knowledge threshold at which they must react”.*®
However, what constitutes “actual knowledge” in practice is disputed. In a 2010 public
consultation on eCommerce and the implementation of the eCommerce Directive,*’ rights
holders claimed that “even a general awareness of the possible existence of illegal
content should be sufficient to constitute actual knowledge”®® while internet
intermediaries felt that “notification in itself was insufficient to constitute ‘actual
knowledge’ because notices do not necessarily possess the level of detailed information
required to identify and locate an infringement"51 and that a court judgment or a notice
from an administrative authority should be required for an intermediary to have ‘actual
knowledge’.

Thus, social media sites will generally only remove content once they are made aware of
it, and unless the content is clearly illegal in nature such as child pornography or hate
speech, or otherwise clearly violates their content and conduct policies, such sites can be
reluctant to comply with user requests to remove content. However, the European
Commission has indicated in its May 2015 Communication A Digital Single Market Strategy
for Europe that the intermediary liability regime provided for in the eCommerce Directive
may be reviewed, as “[rlecent events have added to the public debate on whether to
enhance the overall level of protection from illegal material on the internet”.*> These
recent events may include the decision of the CJEU in the Google Spain® case (the “right
to be forgotten” case) and the European Court of Human Rights decision in Delfi v
Estonia® (where a strict standard was applied in relation to the measures internet

“5C-324/09, L'Oréal SA and Others v eBay International AG and Others[2011] 0J C269.

“ [bid at paragraph 120.

7 Ibid at paragraph 121.

“8 McCarthy, “Is The Writing on the Wall for Online Service Providers? Liability For Hosting
Defamatory User-Generated Content Under European and Irish Law “(2015) Hibernian L.J. 16 at 20.
“ European Commission, Summary of the results of the Public Consultation on the future of
electronic commerce in the Internal Market and the implementation of the Directive on electronic
commerce(2000/31/EC).

% /bid at 10.

*' European Commission, Summary of the results of the Public Consultation on the future of
electronic commerce in the Internal Market and the implementation of the Directive on electronic
commerce (2000/31/EC) at 10.

2 Communication from the Commission to the European Parliament, The Council, The European

Economic and Social Committee and the Committee of the Regions “A Digital Single Market

Strategy for Europe” (May 2015) at paragraph 3.3.2.

% Google Spain SL and Google Inc v Agencia Espanola de Protection de Datos, Case C-131/12,13
May 2014.

% Delfi v Estonia, application no. 64659/09 (16 June 2015). However, in a more recent case, Magyar
Tartalomszolgaltatok Egyesliilete (MTE) and Index.hu Zrt v Hungary, app. no. 22947/13 (2 February
2016), a violation of article 10 was found where an online news portal was held liable by domestic
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intermediaries are required to take in response to illegal content). Thus, the European
Commission stated that the need for “new measures to tackle illegal content on the
Internet” will be examined including “whether to require intermediaries to exercise
greater responsibility and due diligence in the way they manage their networks and
systems- a duty of care”.”®

The European Commission addressed this issue again in its May 2016 Communication on
Online Platforms and the Digital Single Market.”® In this Communication, the European
Commission stated that it will maintain the existing intermediary liability regime but that
further guidance may be required on its provisions if more effective self-regulation by
intermediaries is to be encouraged. The EU Commission referred to a public consultation
on online platforms that it organised, where a number of online platforms raised the
concern that if they were to introduce voluntary measures to target harmful content then
they may no longer be able to benefit from the liability exemptions.57 Thus, the EU
Commission considered that greater clarity on the liability exemptions under the Directive
would enable platforms to take more effective self-regulatory measures. The EU
Commission also felt that there is a need to monitor existing procedures on notice and
takedown to ensure the coherence and efficiency of the liability regime.*® However,
before any further action would be taken on this front, the EU Commission stated that it
would assess the results of other reforms including the updated audio-visual and
copyright frameworks and other on-going self-regulatory and co-regulatory initiatives
including the EU internet forum.*” Thus, while the EU Commission appears to be
committed to maintaining the existing liability regime, it nevertheless recognises that
further guidance on its provisions may be required if intermediaries are to be encouraged
to take a more pro-active stance on harmful content.

In addition, while social media sites have traditionally taken a “hands-off” approach to

harmful content posted on their platforms, this approach has changed in recent years.
In 2015, several sites banned revenge porn from their sites including Facebook, Twitter,
Reddit and Google.®' A number of social media sites have also changed their policies on

courts for user comments. Delfiwas distinguished on the grounds that the present case did not
involve hate speech while Delfidid. These two decisions are discussed at paragraph 1.57ff, below.
*® Communication from the Commission to the European Parliament, The Council, The European
Economic and Social Committee and the Committee of the Regions A Digital Single Market Strategy
for Europe (May 2015) at paragraph 3.3.2.

% Communication from the Commission to the European Parliament, the Council, the European
Economic and Social Committee and the Committee of the Regions Online Platforms and the Digital
Single Market Opportunities and Challenges for Europe (May 2016).

¥ Communication from the Commission to the European Parliament, the Council, the European
Economic and Social Committee and the Committee of the Regions Online Platforms and the Digital
Single Market Opportunities and Challenges for Europe (May 2016), page 9; European Commission,
Synopsis Report on the Public Consultation on the Regulatory Environment for Platforms, Online
Intermediaries and the Collaborative Economy (September 2015).

%8 Communication from the Commission to the European Parliament, the Council, the European
Economic and Social Committee and the Committee of the Regions Online Platforms and the Digital
Single Market Opportunities and Challenges for Europe (May 2016), page 9.

¥ Jbid.

® The content and conduct policies of social media companies are discussed further in Chapter 3,
paragraphs 3.04-3.13.

T See “Why did it take so long to ban revenge porn?” Fusion 29 June 2015 available at
http.//fusion.net/story/157734/revenge-porn-bans-were-long-time-coming/.

28


http://fusion.net/story/157734/revenge-porn-bans-were-long-time-coming/

()
1.39

1.40

1.41

1.42

REPORT: HARMFUL COMMMUNICATIONS AND DIGITAL SAFETY

harassment and abusive content, including Twitter, which announced new tools to allow
users to more easily flag and report abuse as well as unveiling, in April 2015, a new filter
which allows users from seeing abusive messages.®? Sites such as Facebook and
Instagram also updated their Community Standards pages in 2015, setting out in greater
detail the type of content that is not permitted on their sites.®®

Freedom of Expression and Privacy

Thus, there are three primary privacy concerns connected to social media sites. Firstly,
social media sites are very powerful platforms because they have a huge volume of users,
many of whom use their services daily and on multiple occasions, something which the
growth in use of smartphones has particularly added to. Use of social media has
therefore become a central feature of modern society, particularly for young people, but
increasingly for other age demographics as well. This high usage means that content
published on such sites has the capacity to reach very large audiences.

Secondly, social media sites have affected norms relating to privacy. Although privacy is
not “dead”, a large section of society has nevertheless become comfortable with sharing
content with a broad group of social connections some of whom are only loosely
connected to the user. However, many users do not appreciate the extent of the audience
to which their content could be accessible to as well as failing to understand that once
such content is posted it becomes for all practical purposes permanent.

The permanence of digital and online content is connected to the final privacy concern,
which is that while many social media sites have improved their policies on harassment
and other harmful content, their traditional approach has been a hands-off one, marked
by a reluctance to remove content. This reluctance stems from a number of sources,
concerns about not restricting freedom of expression, an inability to respond to all
requests for removal given the volume of users and the immunity such sites enjoy under
the terms of the eCommerce Directive. Although some of the leading social media sites
have taken positive steps to update their policies on abusive content, it remains to be seen
how effectively such policies will be implemented.

Robust responses are therefore needed to assist individuals who may suffer harassment
and other privacy interferences while online, as social media sites, potentially the most
significant locations for such violations, are unable to provide the level of protection for
privacy that users require. Yet, any solutions proposed need to strike the appropriate
balance and not interfere unjustifiably with freedom of expression. Before discussing how
this balance can be struck, it is necessary to examine the right to freedom of expression
and the right to privacy in greater detail.

2 See “The Top Social Media Platforms’ Efforts To Control Cyber-Harassment” Socially Aware 31
August 2015 available at http://www.sociallyawareblog.com/2015/08/31/the-top-social-media-
platforms-efforts-to-control-cyber-harassment/.

¢ Ibid.
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The Right to Freedom of Expression

The right to freedom of expression is considered “the primary rightin a democracy""" and
the basis for many other fundamental freedoms. The importance of the right has been
eloquently expressed by the German Constitutional Court:

“The basic right to freedom of opinion is the most immediate expression of the human
personality in society and, as such, is one of the noblest of human rights... It is absolutely
basic to a liberal-democratic order because it alone makes possible the constant
intellectual exchange and the contest among opinions that form the lifeblood of such an
order; it is the matrix, the indispensable condition of nearly every other form of freedom.”*®

The importance of the right to freedom of expression is reflected in the fact that it enjoys
protection in all of the key human rights instruments including article 19 of the
International Covenant on Civil and Political Rights and article 10 of the European
Convention on Human Rights (ECHR). Freedom of expression is also protected in most
domestic constitutions, with the first amendment of the US Constitution offering a
particularly strong guarantee of protection for the right.

In Ireland, the right to freedom of expression is contained in article 40.6.1.i of the
Constitution which provides:

“The State guarantees liberty for the exercise of the following rights, subject to
public order and morality: -

i The right of the citizens to express freely their convictions and opinions.

The education of public opinion being, however, a matter of such grave import to
the common good, the State shall endeavour to ensure that organs of public
opinion, such as the radio, the press, the cinema, while preserving their rightful
liberty of expression, including criticism of Government policy, shall not be used to
undermine public order or morality or the authority of the State.

The publication or utterance of blasphemous, seditious, or indecent matter is an offence
which shall be punishable in accordance with law.”

In contrast to the wording of other freedom of expression guarantees, Article 40.6.1.i
describes the right in particularly qualified terms. Rather than setting the right out clearly
before outlining the necessary qualifications (that the right be subject to public order and
morality), as Article 10 of the European Convention on Human Rights (ECHR) does,®’

¢ See Daly, “Strengthening Irish Democracy: A Proposal to Restore Free Speech to Article 40.6.1°(1)
of the Constitution” (2009) 31(1) DULJ 228, 228, referring to the judgment of Lord Steynin R v
Secretary of State for the Home Department, ex p Simms[2000] 2 AC 115 at 126é.

® Luth case, 7 Berf GE (1958), quoted in Report of the Constitutional Review Group (Dublin,
Stationary Office, 1996) at 268.

 The First Amendment to the US Constitution provides:

“Congress shall make no law respecting an establishment of religion, or prohibiting the free
exercise thereof; or abridging the freedom of speech, or of the press; or the right of the people
peaceably to assemble, and to petition the government for a redress of grievances.”

" Article 10 (Freedom of Expression) of the European Convention on Human Rights provides:

“1. Everyone has the right to freedom of expression. This right shall include freedom to hold
opinions and to receive and impart information and ideas without interference by public authority
and regardless of frontiers. This Article shall not prevent States from requiring the licensing of
broadcasting, television or cinema enterprises.
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Article 40.6.1.i qualifies the right from the outset and thus appears to offer much weaker
protection. This view has been expressed by a number of groups who have reviewed the
Article including the Constitutional Review Group who referred to the Article as “weak and
heavily circumscribed”.®® Similarly, the Oireachtas Joint Committee on the Constitution in
its 2008 Report described the wording of Article 40.6.1.i as “unsatisfactory” as it is drafted
“in such a way that the limitations on free speech are accorded undue prominence".69
Both of these groups recommended that the Article be amended with wording adopted
similar to Article 10 ECHR.

It has only been in relatively recent years that cases involving Article 40.6.1.i have come
before the courts. This historical lack of judicial development of Article 40.6.1.i has
further marginalised the right to freedom of expression compared to other fundamental
rights protected by the Constitution. Indeed, Daly argues that the “central obstacle to
adequate free speech protection [in Ireland] has been a lack of judicial commitment to free
speech".70 This conclusion is based on his assessment of the case law generated by our
courts on freedom of expression which the author considers to be “not only weak but
highly inconsistent”.”" A striking feature of this case law is that for the first 45 years of
its existence, Article 40.6.1.i was not litigated.

One of the first cases involving Article 40.6.1.i was The State (Lynch) v Cooneyin 1982,
which concerned an order made under section 31 of the Broadcasting Act 1967 banning
party political broadcasts by Sinn Féin. Yet, the Supreme Court did not consider the Article
in great detail in this case despite the fact that this was the first opportunity for them to do
so. Article 40.6.1.i was further undermined by Attorney General v Paperlink Ltd”in 1983
which recognised a separate unenumerated right to communicate under Article 40.3.1.
Costello J held that Article 40.6.1.i was confined to protection of convictions and opinions
while the right to communicate applied to the communication of information. Thus, the
right to freedom of expression was “unnecessarily partitioned”74 and considerable
inconsistency is apparent in subsequent free speech case law with some cases
maintaining the separation between the right to express opinions and the right to
communicate information and other cases seeking to re-assimilate the right to
communicate within the borders of Article 40.6.1.i. More recent cases have tended to
amalgamate the two elements of freedom of expression, in particular /rish Times Ltd. v

2. The exercise of these freedoms, since it carries with it duties and responsibilities, may be
subject to such formalities, conditions, restrictions or penalties as are prescribed by law and are
necessary in a democratic society, in the interests of national security, territorial integrity or public
safety, for the prevention of disorder or crime, for the protection of health or morals, for the
protection of the reputation or rights of others, for preventing the disclosure of information
received in confidence, or for maintaining the authority and impartiality of the judiciary.”

8 Report of the Constitutional Review Group (Dublin, Stationary Office, 1996) at 268.

¢ Joint Committee on the Constitution First Report: Article 40.6.1.i- Freedom of Expression
(Government Publications, 2008) at 75.

® Daly, “Strengthening Irish Democracy: A Proposal to Restore Free Speech to Article 40.6.1°(1) of
the Constitution” (2009) 31(1) DULJ 228, 229.

" bid.

2[1982] 1IR 337.

3 [1984] ILRM 373.

7% Daly, Strengthening Irish Democracy: A Proposal to Restore Free Speech to Article 40.6.1°(1) of
the Constitution” (2009) 31(1) DULJ 228, 244.
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Ireland,”® where the Supreme Court held that Article 40.6.1.i applied to the communication
of information as well as opinions. However, as Paperlink has not yet been overruled, an
element of confusion surrounding the relationship between the two rights remains.

Over the last two decades, there has been an increase in litigation on freedom of
expression in Ireland. However, a number of commentators have noted that many of
these decisions refer more extensively to Article 10 ECHR rather than Article 40.6.1.i.7
The cases of Mahon v Post Publications Ltd.”” and Mahon v Keena’® particularly exemplify
this new approach. In fact, the Supreme Court decision in Mahon v Keena was decided
exclusively on the basis of Article 10 with only a “single, fleeting mention””’ made to
Article 40.6.1.i. This approach can be explained by the incorporation of the ECHR into Irish
law by the European Convention on Human Rights Act 2003, as well as the superior clarity
of Article 10 compared to Article 40.6.1.i. The body of jurisprudence from the European
Court of Human Rights has also been a valuable resource for the domestic courts to draw
on, as traditionally the European Court has defended the right to freedom of expression
forcefully. However, as discussed below, there has been a move by the Court in more
recent times towards greater protection for the right to privacy, contained in Article 8 of
the Convention.

The Right to Privacy

Privacy is generally viewed as a multi-faceted right containing a number of related
elements, with Henchy J describing the right in Norris v Attorney General as “a complex of
rights, varying in nature, purpose and range, each necessarily a facet of the citizen’s core
of individuality within the constitutional order” and that the aspects of the right to privacy
would all appear to:

“fall within a secluded area of activity or non-activity which may be claimed as
necessary for the expression of an individual personality, for purposes not always
necessarily moral or commendable, but meriting recognition in circumstances which do
not endanger considerations such as State security, public order or morality, or other
essential components of the common good.” ®

Thus, the core of the right to privacy is frequently acknowledged to be the concept of
intimacy, which includes certain details, activities, ideas or emotions that people generally
do not want to share with others, except perhaps close family or friends, and includes the
home and family life, correspondence and sexual relations.®’ However, privacy also has
other elements including autonomy and identity, which may be of particular relevance to

5119981 4 IR 343.

7 See, in particular, Daly, Strengthening Irish Democracy: A Proposal to Restore Free Speech to
Article 40.6.1°(l) of the Constitution” (2009) 31(1) DULJ 228, 251-254; Delaney and Carolan, The
Right to Privacy (Thomson Round Hall, 2008) at 168-169, where Delaney and Carolan state:

“where freedom of expression is concerned, the courts seem to refer increasingly to the provisions
of Art. 10 of the Convention and to conduct a balancing exercise based on the principles established
in the case law of the European Court of Human Rights.”

7[2007] 2 ILRM 1.

78[2007] IEHC 348.

7 See Daly, “Strengthening Irish Democracy: A Proposal to Restore Free Speech to Article 40.6.1°(1)
of the Constitution” (2009) 31(1) DULJ 228, 251.

811984] IR 36 at 71.
8 McGonagle Media Law 2nd ed (Thomson Round Hall, 2003) at 156.
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the internet context.®> Autonomy refers to the idea of keeping control of one’s destiny,
whilst identity relates to allowing a person to develop his/her own potential as an
individual.®®

Privacy is recognised in the Constitution as one of the unenumerated rights stemming
from Article 40.3.1. Although a right to marital privacy was recognised in McGee v
Attorney General® the general right to privacy did not receive recognition until Norris v
Attorney General®® where it was unsuccessfully invoked. The first successful invocation
of the right came in Kennedy v Ireland,®® where the plaintiffs, who were journalists,
complained that the tapping of their phones amounted to an infringement of their privacy
rights. In Kennedy, the importance of the right to privacy within the Constitutional
framework was firmly established, with Hamilton P describing privacy as “one of the
fundamental personal rights of the citizen which flow from the Christian and democratic
nature of the State”.®” However, as is the case with other constitutional rights, privacy is
not an unqualified right and can be restricted by the constitutional rights of others as well
as the requirements of the common good and public order and morality. Hamilton P also
connected the right to privacy to the concepts of dignity and liberty and emphasised its
importance in a democratic state:

“The nature of the right to privacy must be such as to ensure the dignity and freedom of
an individual in the type of society envisaged by the Constitution, namely, a sovereign,
independent and democratic society. The dignity and freedom of an individual in a
democratic society cannot be ensured if his communications of a private nature, be they
written or telephonic, are deliberately, consciously and unjustifiably intruded upon and
interfered with.”®

In contrast to the right to freedom of expression which, as discussed above, remained
dormant until the last couple of decades, the right to privacy has been litigated before the
courts on numerous occasions since its recognition in Kennedy and stands as one of the
most prominent unenumerated rights. The right to privacy also enjoys significant
protection in international human rights instruments, including under Article 17 of the
International Covenant on Civil and Political Rights and Article 8 of the ECHR.

The European Court of Human Rights: Balancing the Right to Privacy and the Right
to Freedom of Expression

The European Court of Human Rights (ECtHR) has a significant body of case law
concerning the challenge of balancing the Article 8 right to private and family life against
the right to freedom of expression in Article 10, in contrast to the Irish courts which have
rarely considered this issue.

¥ Ibid.

& Jbid.

*11974] IR 284.
*11984] IR 36.
119871 IR 587.
¥ Ibid at 593.

% Ibid.
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Traditionally, the ECtHR robustly defended the right to freedom of expression, with the
Court stating in Handyside v United Kingdom that “freedom of expression constitutes one
of the essential foundations of a democratic society and one of the basic conditions for its
progress and each individual's self-fulfilment”.®’ The Court also made clear in this case
that Article 10 extends not only to “information’ or ‘ideas’ that are favourably received or
regarded as inoffensive or as a matter of indifference, but also to those that offend, shock
or disturb the State or any sector of the population.”*

However, more recent decisions by the ECtHR have taken a more circumscribed approach
to freedom of expression in favour of upholding the right to privacy. This shiftis
exemplified by the Court’s decision in Von Hannover v Germany’' where the Court upheld
the applicant’s claim that failure to provide a remedy for photographs taken in a public
place without her consent constituted a breach of Article 8. The Court held that when
balancing the right to privacy against freedom of expression the “decisive factor” lies “in
the contribution that the published articles and photos make to a debate of general
interest,” and no such contribution was made in this case as the relevant photos referred
exclusively to the applicant’s private life.”> The trend towards greater privacy protection
is also visible from the Grand Chamber decision in Delfi v Estonia’® which is particularly
notable because it relates to online freedom of expression.

Delfi v Estonia

In Delfi, an online news portal was held liable for user generated comments on one of
their articles, entitled “SLK Destroyed Planned Ice Road”.”* Delfi had argued before the
Estonian Courts that it was not a publisher of the comments, which were “manifestly
unlawful”*® in nature, and so should be able to avail of the hosting immunity granted
under Article 14 of the eCommerce Directive. However, the Estonian Supreme Court held
that Delfi was a publisher and therefore liable. The case before the ECtHR thus concerned
whether the effect of the decision to recognise Delfi as a publisher was compatible with
Article 10 of the Convention.

The ECtHR held that restriction on freedom of expression in this case (about which the
parties were not in dispute) was prescribed by law and pursued the legitimate aim of
protecting the reputation and rights of others. The central aspect of the Court’s analysis
thus focused on the proportionality requirement, with the Court identifying four factors as
relevant for its analysis: (a) the context of the comments; (b) the liability of the actual
authors of the comments as an alternative to Delfi’s liability; (c) the measures applied by
Delfi in order to prevent or remove defamatory comments and (d) the consequences of the
domestic proceedings for Delfi.”

:Z gquys/de v United Kingdom (1979-1980) 1 EHRR 737 at paragraph 49.
id.
" Von Hannover v Germany [2004] EMLR 379.
2 [bid at paragraph 76.
% Delfi v Estonia, application no. 64659/09 (16 June 2015).
% SLK are a public limited company that provides a public ferry transport service. The article
attracted 185 comments, 20 of which contained personal threats and offensive language directed
against L, SLK's sole or majority shareholder and member of the company’s supervisory board.
See Delfi v Estonia, application no. 64659/09 (16 June 2015) at paragraphs 16-19.
% [bid at paragraph 116.
% [bid at paragraph 142.
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In examining the context of the comments, the ECtHR attached significant weight to the
nature of the Delfi site- that it is very large, professionally managed and runon a
commercial basis which sought to attract a large number of comments (as the number of
visits to the site depended on the number of comments and the more visits, the more
revenue from advertising generated). The Court also noted that Delfi exercised a
substantial degree of control over the comments, as once comments were posted, the
authors could not edit or delete them. The Court therefore felt that that Delfi's
involvement in making the comments public “went beyond that of a passive, purely
technical service provider”.”” In considering the liability of the authors of the comments,
the Court noted that while procedures do exist in Estonia to trace anonymous online
authors, the Estonian Government had provided evidence that such procedures were
unreliable, and Delfi also had not put in place procedures to trace authors.

The measures taken by Delfi to remove and prevent defamatory comments were also
examined. These measures included a disclaimer on the site stating that Delfi was not
responsible for comments posted, an automatic filtering system which deleted comments
based on the use of certain words, a notice and take down procedure which could be
initiated by users and a system whereby administrators could remove comments on their
own initiative. The Court was critical of the failure of the automatic filtering system to
remove some of the comments considering that many of them were clearly harmful and
some contained hate speech.’® More controversially, the Court criticised the notice and
take down system despite the fact that the content was removed without delay on the
same day that Delfi was notified by the victim. The Court stated:

“the rights and interests of others and of society as a whole may entitle Contracting
States to impose liability on Internet news portals, without contravening Article 10 of the
Convention, if they fail to take measures to remove clearly unlawful comments without
delay, even without notice from the alleged victim or from third parties”.”

This places a considerable burden on internet intermediaries like Delfi that provide
content but also allow user generated comments, as it requires them to monitor their
sites to ensure that “clearly unlawful comments” are removed without delay.

Finally, the Court held that the effect of the proceedings on Delfi were not particularly
onerous as they had only been fined €320 and the site had not declined in popularity since
the proceedings were commenced. Thus, based on analysis of each of the four factors,
the Court found no violation of Article 10.

Delfiwas the first judgment of the ECtHR dealing with online media liability for user
generated comments on a news website or media platform and so it is an important
contribution to the Court’s jurisprudence on online freedom of expression. However, in
deciding that the Estonian courts were correct to hold Delfi liable for user generated
comments, the ECtHR adopted a restrictive approach to freedom of expression on the
internet which may have considerable implications for news websites and other media
platforms which provide content and allow user comments. Although the Court attempted
to confine its decision to the facts before it as much as possible and stressed that the

7 [bid at paragraph 146.
8 /bid at paragraph 156.
% |bid at paragraph 159 (emphasis added).
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decision does not apply to internet forums such a social media platforms, bulletin boards
and blogs, but rather, only relates to large professionally managed online news portals
run on a commercial basis which publish articles of their own and allow users to
comment on them,'® the case nevertheless has significant implications for freedom of
expression online. According to Article 19, an organisation dedicated to defending
freedom of expression and a third party intervener in the case, the decision may lead to
sites applying an overly restrictive standard in relation to user comments or even
encourage sites not to include a comments section in order to protect themselves from
any potential liability."'

Delfialso creates “considerable tension” with the EU system on intermediary liability
governed by the eCommerce Directive.'” As McCarthy notes, the case “falls foul” of the
prohibition on general monitoring requirements contained in Article 15 of the eCommerce
Directive as “[bly requiring Delfi to detect defamatory comments ex ante, the ECHR
imposed a monitoring duty of a general nature.”'®® Most significantly, the Court failed to
appreciate the significance of the hosting immunity provisions and “the role of internet
intermediaries as the gateway to the exercise of free expression.”'™ Thus by imposing
greater obligations on internet news portals, the Court is forcing this type of internet
intermediary to adopt a more conservative approach to user comments which negatively
effects individual rights and may have implications for the open nature of the internet as a
whole. However, as noted above,'® the European Commission has indicated that the
eCommerce Directive may undergo review with a view to possibly imposing greater
responsibility on intermediaries for removing content. Thus, this “tension” between the
two systems may be reduced in the future.

Delfi also further highlights the contrast between European and US approaches to
freedom of speech. As Delfiillustrates, the trend in Europe appears to be a move away
from strong freedom of expression guarantees towards a strengthened protection for the
right to privacy. However, this is in contrast to the position in the US, where freedom of
speech has traditionally enjoyed significant protection under the First Amendment. The
First Amendment provides that “Congress shall make no law...abridging the freedom of
speech” and this has been interpreted by the US Supreme Court as embodying a
commitment to the principle that public discourse “should be uninhibited, robust and
wide-open and that it may include vehement, caustic, and sometimes unpleasantly sharp
speech”.'™ Thus, in general, free speech in the US is protected unless it is “likely to
produce a clear and present danger of substantive evil”."”” This standard also applies to

100

/bid at paragraph 117.

19" See European Court strikes serious blow to free speech online” Article 7914 October 2013
available at https.//www.article19.org/resources.php/resource/37287/en/european-court-
strikes-serious-blow-to-free-speech-online

12 McCarthy “Is The Writing on the Wall for Online Service Providers? Liability For Hosting
Defamatory User-Generated Content Under European and Irish Law” (2015) Hibernian L.J. 16 at 41.
19 [bid at 42.

1% European Court strikes serious blow to free speech online” Article 1914 October 2013 available
at https.//www.article]9.org/resources.php/resource/37287/en/european-court-strikes-serious-
blow-to-free-speech-online

1% See paragraphs 1.36-1.37 above.

1% New York Times v Sullivan, 376 US 254, 270 (1964).

97 Terminiello v Chicago, 337 US 1, 3 (1949).
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the internet as is illustrated by the case of Yahoo! Inc. v LICRA’® which involved a dispute
relating to the sale of Nazi paraphernalia on the US based Yahoo!.com where a link to this
site was also offered on the French Yahoo! site. In France, as in many other European
states, allowing Nazi paraphernalia for sale is a criminal offence and enjoys no protection
from freedom of expression guarantees. However, in the US this activity, while offensive,
nevertheless benefits from First Amendment protection. Thus, a US Court found that an
order by a French Court for Yahoo! to take all necessary measures to make access to the
link impossible within France violated the First Amendment and could not be enforced in
the US.'"’

Considering the extent to which Irish courts have relied on the jurisprudence generated by
Article 10, Delfiis likely to have an impact on protection for freedom of expression in this
jurisdiction, particularly in the context of internet communications. However, the ECtHR
appears to have taken a step back from Delfiin a more recent case Magyar
Tartalomszolgdltaték Egyesulete (MTE) and Index.hu Zrt (Index) v Hungary.""°

MTE and Index v Hungary

Magyar Tartalomszolgdltatok Egyesiilete (MTE) and Index.hu Zrt (Index) v Hungary was the
first post-Delfi case to consider the liability of online intermediaries. It also involved the
issue of user comments, but in contrast to Delfi, a violation of Article 10 was found. The
Court distinguished Del/fi on two grounds in particular, firstly on the basis of the nature of
the comments, stating that while the comments in the present case were offensive they
did not amount to hate speech as in Delfi, and secondly on the basis of the economic
interests of the intermediaries in both cases, with the Court noting that while the second
applicant did have significant economic interests (as the applicant had in Delf)) the first
applicant operated on a non-profit basis as it is the self-regulatory body of internet
content providers in Hungary.""

The Court then applied the criteria that it had identified in Delfi as relevant for determining
whether the interference with Article 10 is justified and the applicants could be held liable
for the comments, that is, the context of the comments, the measures applied by the
applicants in order to prevent or remove defamatory comments, the liability of the actual
authors of the comments as an alternative to the intermediary’s liability and the
consequences of the domestic proceedings for the applicants.”'? Of particular note in this
analysis, was the Court's comments on the consequences of the domestic proceedings for
the applicants, where it noted that while the applicants had only been required to pay a
small sum in court fees and no damages, “the decisive question” in terms of the
consequences for them was:

“the manner in which Internet portals such as theirs can be held liable for third-party
comments. Such liability may have foreseeable negative consequences on the comment
environment of an Internet portal, for example by impelling it to close the commenting

1% Yahoo! Inc v LICRA 169 F Supp 2d. 1181 (N.D. Cal 2001).

% However, LICRA successfully appealed this ruling on the basis that there was no longer any
dispute between the parties as Yahoo! had changed its policy so that it largely complied with the
French orders: Yahoo! Inc v LICRA 433 F.3d. 1199 (9TH Ci. 2006).

" Magyar Tartalomszolgdltatok Egyesiilete and Index.hu Zrt v. Hungary, app. no. 22947/13 (2
February 2016).

" /bid, paragraph 64.

"2 /bjd, paragraph 69.
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space altogether. For the Court, these consequences may have, directly or indirectly, a
chilling effect on the freedom of expression on the Internet.”'"

This statement appears to highlight a great difference in the approach of the Court in this
case compared to that taken in Delfi, where the effect on freedom of expression of holding
internet intermediaries liable for comments was not considered strongly at all. Although
the Court again attempted to distinguish Delfiby adding to the above that this could be
“particularly detrimental for a non-commercial website such as the first applicant”,’'* the
second applicant is a commercial website and the result also applies to them.

The Court also offered greater support to notice and takedown in this case than in Delfi by
noting that it could “function in many cases as an appropriate tool for balancing the rights
and interests of all those involved”'" and that it could have been used by the company to
protect its interests (the company had not sought removal of the comments from the
applicants, instead it went directly to the courts). However, the Court did state, as held in
Delfi, that where hate speech is involved then liability could be imposed on the
intermediary for failure to remove the content without delay even without notice.”® It is
also clear, from Judge Kuris’ concurring opinion, that the Court recognised that its
decision in MTE and Index could be interpreted as a “step back from Delfi’,"" yet Judge
Kuris disputes this noting the different facts in Delfi(the presence of hate speech) and
instead states that M7Eis “merely further evidence that the balance to be achieved in

cases of this type is a very subtle one”.""®

Thus, MTE suggests that rather than signalling a general approach of the ECtHR to the
issue of liability for online intermediaries, Delfimay be confined to its particular facts with
the decisive feature in the case being the presence of hate speech. However, itis clear
that cases involving this issue are fact-dependent and that uncertainty regarding the
position of the ECtHR on liability of online intermediaries will continue. Nevertheless,
commentators have welcomed the decision in M7E viewing it as “a step in the right
direction”'" after Delfiand as a “more nuanced decision that fits better with existing

practice and law”.'?

Achieving Balance

Thus, balancing the right to freedom of expression and the right to privacy is a challenging
task, particularly in the digital and online context. Proposing heavy handed law based

measures intended to provide a remedy for victims of harmful digital communications has
the potential to interfere with freedom of expression unjustifiably, and impact on the open

"® Ibid, paragraph 86.

" Ibid.

"8 /bid, paragraph 91.

"¢ Ibid.

" Magyar Tartalomszolgaltaték Egyestilete and Index.hu Zrt v. Hungary, app. no. 22947/13 (2
February 2016), Concurring Opinion of Judge Kiiris, paragraph 4.

"8 Ibid.

"7 “Case Law, Strasbourg: Magyar Tartalomszolgaltatok Egyesiilete and Index.hu Zrt v. Hungary,
Intermediary liability (again)” /nforrm 7 February 2016 available at
https.//inforrm.wordpress.com/2016/02/07/case-law-strasbourg-magyar-tartalomszolgaltatok-
egyesulete-and-index-hu-zrt-v-hungary-intermediary-liability-again-jonathan-mccully/.

120 “Eyropean Court of Human Rights Revisits Intermediary Liability” 7echnolLlama 3 February 2016
available at http.//www.technollama.co.uk/european-court-of-human-rights-revisits-
intermedjary-liability.
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and democratic nature of information sharing online which is the internet’'s greatest
strength. However, as later chapters of the Report illustrate, there are gaps in the law
that need to be addressed.

The best approach may be to prioritise less coercive solutions such as policy and
education based remedies as well as civil law solutions. However, it is important that
criminal laws are in place to deter especially harmful behaviour and ensure that
appropriate responses are available for the most serious cases. The next section will
consider where the line ought to be drawn in terms of criminalising harmful digital
communications.

Proportionality and the Harm Principle

An important general principle that has been applied to internet regulation is that of
proportionality, which requires the least intrusive means of regulation. This principle
favours minimal criminalisation and a focus on civil law as well as policy and education
based measures as the central means of addressing harmful digital communications. In
this respect, this Report applies the harm principle to establish a framework to guide
reform proposals within this project. This approach is similar to that taken by the
Commission in its /ssues Paper on Regulatory Enforcement and Corporate Offences,
where it was emphasised that the criminal law should only be employed as a last resort
as “the only justification for interference with a person’s liberty is to prevent harm to
others” and therefore, “only acts that are ‘injurious to others’ should attract
punishment”."?" Thus, only behaviour that causes serious harm should be criminalised
and where possible, other means of controlling and regulating behaviour should be
engaged. This principle also helps to satisfy other important goals within this area
including attempting to strike a balance between the rights to freedom of expression and
privacy (because heavy handed criminal measures risk unjustifiable interference with
freedom of expression) and ensuring technology neutrality (because crafting specialised
laws designed to deal with internet crimes risks over-criminalisation of online activity
compared to offline activity).

The New Zealand Law Commission in its 2013 Briefing Paper Harmful Digital
Communications outlines a three tier approach to regulating digital communications
which favours user empowerment and self-regulation as the preferred methods of
regulation, with the law only being employed where these are ineffective.'?? In this model,
the first tier relates to user empowerment and emphasises the importance of educating
individuals as to their rights and responsibilities in relation to digital communications as a
means of combating harmful behaviour. This idea is often referred to as “digital
citizenship” and is viewed by many commentators as essential to ensuring a better online
environment.'? The second tier refers to self-regulation by internet intermediaries and
typically involves terms of use agreements which most internet users agree to when they

2 [ssues Paper on Regulatory Enforcement and Corporate Offences (LRC IP 8-2016) at pages 11-
12.

22 _aw Commission of New Zealand, Ministerial Briefing Paper Harmful Digital Communications:
The adequacy of the current sanctions and remedies (2013) at paragraph 3.75.

12 See generally, Keats Citron and Norton “Intermediaries and Hate Speech: Fostering Digital
Citizenship for Our Information Age” (2011) 91 BUL Rev. 1435.
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use the services of internet intermediaries such as Facebook, Google and YouTube.'? On
occasions where user empowerment and self-regulation may be incapable of
safeguarding individuals’ rights the final tier, which relates to the law, may have to be
employed. Thus, as a general principle, legal solutions should be resorted to only where
other responses are inadequate.

Therefore, a three level hierarchy of responses is recommended to effectively target
harmful digital communications:

o Education: to create user empowerment and foster safe and positive digital
citizenship;

o Civil law and regulatory oversight: where education and related responses are
ineffective and the law needs to be employed, civil law should be favoured as it is less
onerous than the criminal law;

e Criminal law: only the most serious harm should be subject to the criminal law.

This hierarchy approach is particularly important in the context of harmful digital
communications because the ease by which individuals can post content online means
that much internet communication is spontaneous and impulsive, and thus a vast amount
of content is posted every day.

The ability of the internet to inspire impulsive behaviour is often referred to as “the online
disinhibition effect”'® which provides that individuals are more likely to “act out” online
because of factors such as anonymity, minimisation of authority, invisibility (digital and
online communications tend to be text based so the individual does not see the effect of
their words on the other person) and the asynchronicity of online communications (people
often do not interact with each other in real time).'? According to Suler, anonymity is one
of the principal factors which creates the online disinhibition effect because it allows
people to separate their online selves from their offline selves creating a sense that
behaviour which occurs online is not as “real” as that which takes place offline.'?” Thus,
individuals may communicate online in a manner that they otherwise would not in the
offline context. Another important consideration in the context of internet
communications is the volume of communications which can be made owing to the speed
and ease of publication which the internet facilitates.

A hierarchical approach is also necessary within this area because this type of harmful
communication often involves children and young people who require a less coercive
response because of their immaturity. The immaturity of young people may exacerbate
the online disinhibition effect leading to a greater level of impulsive behaviour among
young people compared to adults. These factors mean that it would be impossible, as well
as undesirable, for all harmful digital communications to be dealt with by the criminal law
or perhaps even the civil law, and that a threshold is therefore required before the law
should be engaged.

124 Law Commission of New Zealand, Ministerial Briefing Paper Harmful Digital Communications:
The adequacy of the current sanctions and remedies (2012) at paragraph 3.12.

2 The term “online disinhibition effect” was coined by John Suler. See Suler, “The Online
Disinhibition Effect” (2004) 7(3) CyberPsychology & Behaviour 321.

12 Ibid.

27 [bid at 322.
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The Crown Prosecution Service (CPS) for England and Wales issued guidelines on
prosecuting cases involving communications sent via social media, which offer useful
guidance on the types of communications that ought to be criminalised and those which
should not be."?® According to the guidelines, the communications which should be
prosecuted include those which may constitute credible threats of violence to the person
or damage to property, communications which specifically target an individual or
individuals and which may constitute harassment or stalking, controlling or coercive
behaviour, so-called “revenge pornography” or which may constitute other offences such
as blackmail."® Communications which may amount to a breach of a court order should
also be prosecuted.”® However, communications which are grossly offensive, indecent,
obscene or false and which do not fall into the above categories require a “high threshold”
and in many cases prosecution will not be in the public interest.”' This approach takes
into account the context in which such communications take place and recognises that
without a high threshold, a very large amount of cases could be prosecuted. The CPS
notes that “banter, bad jokes and offensive comments are commonplace and often
spontaneous” online and that a certain amount of “give and take” is required in this type of
environment."*? The communication must therefore be more than just offensive, shocking,
disturbing, rude or distasteful to warrant prosecution, as this type of comment is
protected by the right to freedom of expression as found in Article 10 ECHR.'*?

When assessing whether the public interest would require a prosecution the prosecutor is
also required to consider whether the suspect has “swiftly taken action to remove the
communication or expressed genuine remorse” or whether swift action has been taken by
others including service providers to remove or block the communication. Whether the
communication was intended for a wide audience or that this was an obvious
consequence of the communication, and whether the intended audience included the
victim, should also be taken into account.'® Prosecution may be required however where
a particular victim is targeted and there is clear intention to cause distress or anxiety.
Whether the offence is repeated is also listed as an important consideration. Thus, the
two defendants in the Caroline Criado-Perez case'® were prosecuted because their
situation satisfied a number of these requirements- both had sent several threatening
messages under numerous Twitter accounts and had shown no signs of remorse. The
CPS has also stated that the age and maturity of the suspects should be “given significant
weight”."® In particular, the guidelines do not view prosecutions of children under 18 as

28 Crown Prosecution Service, Interim Revised CPS Guidelines on Prosecuting Social Media cases
(3 March 2016) available at

http.//www.cps.gov.uk/consultations/social media consultation 2076.html.

2% [bid.

30 Jbid.

31 Jbid.

32 Ibid.

133 Jbid.

34 Ibid.

*® This case is discussed further above at footnote 6.

3 Crown Prosecution Service, Interim Revised CPS Guidelines on Prosecuting Social Media cases
(3 March 2016) available at

http.//www.cps.gov.uk/consultations/social media consultation 2076.html.
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being within the public interest.”*” Therefore, prosecutions for cyber-bullying amongst
children and adolescents are likely to be rare.

Thus, communications which constitute serious threats of violence and those which
directly target individuals, including behaviour which amounts to harassment, that is,
persistent behaviour which seriously interferes with a person’s peace and privacy or
causes alarm, distress or harm, should be subject to the criminal law in most cases.
However, communications which do not come within these categories require a high
threshold before they should be criminalised if freedom of expression is to be
safeguarded. Nonetheless, activity designed to reach a large audience and carried out
with the intent to cause serious distress or harm by an adult offender, would appear to
meet this threshold.

“Harmful communications” and “cyberbullying”

In the wide literature on this area, the terms “bullying” and, in the online and digital
environment “cyberbullying”, are often used to describe the kind of behaviour at issue in
this Report. While there is no single agreed definition of bullying or of cyberbullying, '
the well-accepted definitions include the most serious form of harmful communications,
such as: the intentional victim-shaming of individuals (overwhelmingly women), so-called
“revenge porn”; intimidating and threatening messages, whether directed at private
persons or public figures; harassment; stalking; and non-consensual taking and
communication of intimate images (so-called “upskirting” and “down blousing”). Bullying
and cyberbullying are also often defined to include harmful communications such as
hurtful or embarrassing comments as well as non-verbal exclusion from groups
(“freezing out”).

In the context of this Report, the Commission has, in general, avoided using the term
bullying or cyberbullying because of the very wide potential breadth of those terms. This
is because (for the principled-based reasons discussed above), it is especially important
in the context of proposals to reform the criminal law, as discussed in Chapter 2, that only
behaviour which meets a clear threshold of serious harm should involve the imposition of
criminal liability. For this reason, the Report uses the term “harmful communications”
and, in the context of reform of the criminal law, this concerns communications that are
abusive, threatening, offensive, false (untrue), invade another person’s privacy with intent
to cause serious harm, concern non-consensual communication of intimate images, or
involve matters such as harassment or stalking. As noted, these fall within the accepted
definitions of bullying and cyberbullying. However, it would not be appropriate or
proportional to apply the criminal law to the other forms of behaviour that also fall within
accepted definitions of bullying and cyberbullying, that is, hurtful or embarrassing
comments or non-verbal exclusion from groups (“freezing out”). In this respect, the
Commission considers that such behaviour should be addressed in the context of the

37 [bid.

%8 See, for example, Cyberbullying Among Young People (EU Parliament Policy Department for
Citizen's Rights and Constitutional Affairs, September 2016). This was a research paper prepared
for the EU Parliament’'s Committee on Civil Liberties, Justice and Home Affairs (the LIBE
Committee). The research paper contains a helpful overview of legal and policy measures
concerning cyberbullying at international level and in EU member states, with a specific focus on
young people.
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promotion of digital safety as part of the functions of the proposed Digital Safety
Commissioner, discussed in Chapter 3, below. These forms of behaviour should not be
ignored; rather it is a matter of the appropriate and proportionate manner in which they
could suitably be addressed.

Technology Neutrality

A final general principle that needs to be taken into account when considering potential
law reform in the area of harmful digital communications is technology neutrality.
Technology neutrality has been repeatedly acknowledged as an important guiding
principle in ICT (information and communications technology) regulation. The concept
was first referred to in EU legislative proposals in 1998,"*” and a year later it was
provided for in the US Framework for Global Electronic Commerce.'*® The first EU
Directive to refer to the principle was Framework Directive 2002/21, which requires
Member States to “take the utmost account of the desirability of making regulation
technologically neutral, that is to say that it neither imposes nor discriminates in favour of
the use of a particular type of technology”.'' Technology neutrality has since become a
cornerstone of EU ICT policy, with references made to the principle in the Better
Regulation Directive 2009/140/EC'*? as well as the 2016 General Data Protection
Regulation' and the 2016 Directive on Network and Information Security (NIS
Directive).'*

Technology neutrality is regularly cited as a desirable goal for legislative and other
regulatory proposals aimed at targeting harmful digital communications. However, some
commentators have argued that the principle is not well understood and that it is often
presented as a goal for ICT regulation without proper examination of what exactly
technology neutrality requires.'® In particular, the two main elements of technology
neutrality, firstly that “the fundamental rules should be the same online as offline” and
secondly, “legal rules should not favour or discriminate against a particular technology”,

%7 See Reed, “Taking Sides on Technology Neutrality” (2007) 4(3) SCRIPT-ed 264, at 264.

" Framework for Electronic Commerce (1997), principle 2 available at
http://clinton4.nara.gov/WH/New/Commerce/read.html.

'“! Directive 2002/21/EC of the European Parliament and the Council of 7 March 2002 on a common
regulatory framework for electronic communications networks and services (Framework
Directive), recital 18.

'“2 Directive 2009/140/EC of the European Parliament and of the Council of 25 November 2009
amending Directives 2002/21/EC on a common regulatory framework for electronic
communications networks and services, 2002/19/EC on access to, and interconnection of,
electronic communications networks and associated facilities, and 2002/20/EC on the
authorisation of electronic communications networks and services, recitals 34, 35, 38, 40 and 68.
1“3 Regulation (EU) 2016/679 of the European Parliament and the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal data and on the free
movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation).
1% Directive (EU) 2016/1148 of the European Parliament and of the Council of 6 July 2016
concerning measures for a high common level of security of network and information systems
across the Union.

% See, in particular, Reed, “Taking Sides on Technology Neutrality” (2007) 4(3) SCRIPT-ed 264;
Koops “Should ICT Regulation be Technology-Neutral” 77 in Koops, Lips, Prins & Schellekens (eds)
Points for ICT Regulation. Deconstructing Prevalent Policy One-Liners, IT & Law Series Vol. 9 (The
Hague: TMC Asser Press, 2006) at 77-108 available at
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=918746.
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are ambiguous and capable of being interpreted in different ways.'*® The first element of
technology neutrality, that the same rules apply online as well as offline, does not
necessarily mean that identical rules apply in both settings. Instead, Reed argues that the
focus should be on achieving equivalence between the two, which may require different
rules online and offline but which would be aimed at realising the same effect.'*’

In the legislative context, technology neutrality aims to achieve a number of different
goals. The purpose of targeting the effects of behaviour rather than the means used to
carry it out is to achieve equivalence between online and offline activity.*® Technology
neutrality also aims to promote the development of ICT through its second element, non-
discrimination between technologies.149 However, Koops argues that the most important
goal of legislation that aims to be technology neutral is to ensure sustainability.”®® This is
because there is a greater risk in relation to laws that target technology that technological
change may soon make the law obsolete. This requirement would appear to demand that
specific technologies are not referred to in the legislation/regulation, however, this may
interfere with another fundamental legal principle: certainty. Thus, Koops emphasises
that these two requirements have to be balanced and that legislation should not refer to
specific technologies if doing so would reduce sustainability, but only where legal
certainty is also provided for.”®' Reed therefore suggests that technology specific
approaches should not be entirely rejected and that there may be areas of ICT regulation
where a technology specific approach might be required if sufficient certainty cannot be
guaranteed by a technology neutral approach.'*?

Thus, although technology neutrality does have significant benefits as a legislative
approach within the ICT arena, a nuanced understanding of the term is required as well as
a willingness to recognise situations where technology neutrality may not be desirable
and specificity could prove more beneficial. With respect to harmful digital
communications, technology neutrality should be adopted as a starting point. This is
because one of the central aims of legislation within this area is to achieve equivalence
between the offline and online contexts and currently, the online context, as illustrated in
Chapters 2 and 3 of this Report, is not as well regulated as the offline one. However,
technology neutrality should not be adopted to the detriment of certainty and in the case
of certain behaviour, a technology specific approach might be called for.

The Commission applies these principles and considerations in its discussion of reform of
the criminal law in Chapter 2, and in its discussion of the promotion of digital safety and
civil law remedies in Chapter 3.

1% Reed, “Taking Sides on Technology Neutrality” (2007) 4(3) SCRIPT-ed 264, at 266.

7 [bid at 267.

%8 Koops “Should ICT Regulation be Technology-Neutral” 77 in Koops, Lips, Prins & Schellekens
(eds) Points for ICT Regulation. Deconstructing Prevalent Policy One-Liners, |IT & LAw Series Vol. 9
(The Hague: TMC Asser Press, 2006) at 77-108 available at
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=918746, at 26.

" Ibid.

%0 Jbid.

81 [bid at 27. Koops suggests that “[l]egislation should abstract away from concrete technologies to
the extent that it is sufficiently sustainable and at the same time provides for legal certainty”.

132 Reed, “Taking Sides on Technology Neutrality” (2007) 4(3) SCRIPT-ed 264, at 283-4.
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CHAPTER 2 REFORM OF CRIMINAL LAW CONCERNING

2.01

2.02

2.03

2.04

2.05

HARMFUL COMMUNICATIONS

Introduction

This chapter of the Report discusses reform of the criminal law concerning harmful
communications, including harmful digital communications.

The first matter discussed relates to reform of the harassment offence in section 10 of the
Non-Fatal Offences Against the Person Act 19297. Although this offence already applies to
harassment “by any means”, the chapter considers whether a specific reference to
harassment by digital or online means is necessary to ensure that this form of
harassment is more effectively captured by the offence. The Commission also examines
whether harassment by means of indirect communication should be covered by the
harassment offence.

The merits of introducing a specific stalking offence are then explored. Although the

Commission considered this question previously in its Report on Aspects of Domestic
Violence,' it nevertheless considers that further examination of this issue is required

particularly in the context of online and digital stalking.

The chapter then addresses the need for offences designed to target once-off harmful
communications. Section 10 of the Non-Fatal Offences Against the Person Act 1997 is
limited to persistent behaviour and thus does not cover a single act that seriously
interferes with a person’s peace and privacy or causes him or her alarm, distress or
harm. However, once-off activity can have very serious consequences, particularly in
cases involving the non-consensual distribution of intimate images (so called “revenge
porn”). This chapter therefore discusses the need for offences designed to target this type
of activity and other related, but distinct, behaviour, sometimes referred to as “upskirting”
and “down-blousing”.

The Commission then considers a number of important procedural issues. These are:
protecting the privacy of persons affected by harmful communications; protective
measures to deal with prosecutions of persons under 17 years; and time limits for
summary prosecutions. The Commission also considers whether offences relating to
harmful communications should have extra-territorial effect (important because much
online and digital communication involves content held on servers outside the State). The
chapter then addresses the penalties that should apply on conviction for offences relating
to harmful communications.

' Law Reform Commission, Report on Aspects of Domestic Violence (LRC 111-2013).
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The chapter ends with an analysis of the extent to which the law on hate crime overlaps
with harmful communications.

As discussed below, the existing criminal law already addresses some of the harmful
communications at issue in this Report. Not surprisingly, however, some gaps exist that
require reform, notably where new forms of communication have been used in harmful
ways that could not have been anticipated previously. The Commission has therefore
concluded that the existing criminal law, together with the proposals intended to deal with
the new forms of harmful communications, could usefully be consolidated into a single
piece of legislation. This approach is reflected in Part 2 of the draft Harmful
Communications and Digital Safety Billin Appendix A of this Report.

Reform of the offence of harassment

The first matter considered in this Chapter is whether section 10 of the Non-Fatal
Offences Against the Person Act 1997 fully captures the various forms of harassing
behaviour conducted using digital or online means of communication, such as the internet
and mobile phones.

Section 10 of the Non-Fatal Offences Against the Person Act 1997 provides:

“(1) Any person who, without lawful authority or reasonable excuse, by any means
including by use of the telephone, harasses another by persistently following, watching,
pestering, besetting or communicating with him or her, shall be guilty of an offence.

(2) For the purposes of this section a person harasses another where—

(a) he or she, by his or her acts intentionally or recklessly, seriously interferes with the
other’s peace and privacy or causes alarm, distress or harm to the other, and

(b) his or her acts are such that a reasonable person would realise that the acts would
seriously interfere with the other’'s peace and privacy or cause alarm, distress or
harm to the other.”

Section 10 derives from a recommendation in the Commission’s 1994 Report on Non-Fatal
Offences Against the Person® that:

“acts of harassment which interfere seriously with a person’s right to a peaceful and
private life should be captured by the criminal law and not simply those [acts] that give
rise to a fear of violence [which are covered by the offence of coercion].”*

The penalties under section 10 consist of a fine and/or imprisonment, which can be for a
term not exceeding 12 months on summary conviction and up to 7 years on conviction on

2 Law Reform Commission Report on Non-Fatal Offences Against the Person (LRC 45-1994),
paragraph 9.77.

* Immediately before this passage, the Commission had recommended that the offence of
intimidation in section 4 of the Conspiracy and Protection of Property Act 1875, which dealt with
acts that give rise to fear of violence, should be replaced by a modern offence of coercion. This
recommendation was implemented in section 9 of the 1997 Act which replaced section 4 of the
1875 Act. The offence of coercion corresponds broadly with the tort of intimidation which consists
of a threat by a defendant to a person to do an unlawful act which then causes that person “to act
or refrain from acting in a manner which he or she is entitled to act either to that person’s own
detriment or to the detriment of another”. See McMahon and Binchy Law of Torts 4th ed
(Bloomsbury Professional, 2013), paragraph 32.83.
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indictment.* As an alternative or in addition to any other penalty the court may issue an
order restraining the defendant from communicating with the other person or requiring
him or her to remain a certain distance from the place of residence or employment of the
person for such a period as the court may specify.’ This ensures that the victim can gain
relief in cases where imprisonment may not be appropriate.6 An order can be made even
in cases where the defendant is not found guilty of the offence if it is in the interests of
justice to do so.” The court may also make a “restriction on movement order” under
section 101 of the Criminal Justice Act 2006 where a person is convicted under section 10
of the 1997 Act.®

Section 10 requires that the harassing conduct, “following, watching, pestering, besetting
or communicating,” must be persistent. Persistence is necessary because the conduct
criminalised in section 10 is otherwise lawful and the offence is only committed where it
is persistent so that it “seriously interferes with [an]other’s peace and privacy or causes
alarm, distress or harm to the other.” The requirement for persistence was examined by
the Commission in its 2013 Report on Aspects of Domestic Violence,” which noted that the
term “persistently” had been interpreted in a manner that was not dependent on a specific
number of incidents or a time frame within which those incidents must have occurred.'®
The Commission recommended that while a single protracted act may satisfy the
requirement for persistence, isolated incidents which are not protracted should not give
rise to liability under section 10."" The Commission also recommended that the term
“persistently” be retained rather than replaced with a “course of conduct” requirement as
in some other jurisdictions.'?

“ Section 10(6) of the Non-Fatal Offences Against the Person Act 1997: see the discussion of
penalties at paragraph 2.235 below.

® Section 10(3) of the Non-Fatal Offences Against the Person Act 1997.

¢ Charleton, McDermott and Bolger, Criminal Law (Butterworths, 1999), paragraph 8.206.

7 Section 10(5) of the Non-Fatal Offences Against the Person Act 1997.

8 Section 101 of the Criminal Justice Act 2006 provides:

“(1) Where a person aged 18 years or more is convicted of an offence specified in Schedule 3 and
the court which convicts him or her of the offence considers that it is appropriate to impose a
sentence of imprisonment for a term of 3 months or more on the person in respect of the offence, it
may, as an alternative to such a sentence, make an order under this section (“a restriction on
movement order”) in respect of the person.

(2) A restriction on movement order may restrict the offender’'s movements to such extent as the
court thinks fit and, without prejudice to the generality of the foregoing, may include provision—
(a) requiring the offender to be in such place or places as may be specified for such period or
periods in each day or week as may be specified, or

(b) requiring the offender not to be in such place or places, or such class or classes of place or
places, at such time or during such periods, as may be specified,

or both, but the court may not, under paragraph (a), require the offender to be in any place or
places for a period or periods of more than 12 hours in any one day.

(3) A restriction on movement order may be made for any period of not more than 6 months and,
during that period, the offender shall keep the peace and be of good behaviour.”

Schedule 3 of the 2006 Act includes section 10 of the 1997 Act as well as sections 2 (assault), 3
(assault causing harm) and 9 (coercion) of the 1997 Act. Schedule 3 also includes a number of
offences under the Criminal Justice (Public Order) Act 1994.

? Law Reform Commission, Report on Aspects of Domestic Violence (LRC 111-2013).

"% /bid, paragraph 2.23.

" /bid, paragraph 2.88.

"2 Ibid, paragraph 2.102.

49



213

2.14

REPORT: HARMFUL COMMMUNICATIONS AND DIGITAL SAFETY

In Director of Public Prosecutions (0'Dowd) v Lynch" a sister and brother aged 11 and 14
respectively, were in their sitting room watching television. The accused, who was in the
children’s home to install a kitchen, exposed himself masturbating to the girl. This
behaviour was repeated on at least two further separate incidents over a short period of
time. Thus there were at least three incidents of exposure while the children were
watching television. Over the next three hours, the accused repeatedly looked at the
children while making revving noises with his saw. The accused exposed himself,
masturbating again, while standing at the back door and this incident was witnessed by
the two children. The boy then approached the front of the house and saw the accused
repeating similar behaviour. One further incident was witnessed through the window by
both children three hours after the first incident. The accused was convicted of
harassment under section 10 of the 1997 Act and this conviction was upheld on appeal to
the High Court. The Court held that the core requirement of persistence in section 10 is
that the behaviour involved is continuous, which means it can consist of either (a) a
number of incidents, such as in the case, that are separated by intervening lapses of time,
or (b) a single, but continuous, incident such as following a person on an unbroken journey
over a prolonged distance.

Lynchillustrates that persistence requires continuing behaviour and will usually involve
more than one incident, but it can include a single incident provided it is prolonged,
thereby meeting the test of continuity. However, the interpretation of the persistence
requirement made in Lynch has yet to be considered by the Supreme Court or applied by
the High Court in any subsequent cases.

When the Commission proposed the harassment offence in its 1994 Report it gave as an
example of a situation where the offence could apply “the acts of the infatuated psychotic
who follows a woman in order to gain her affections.”' By the time of the D&il debates on
section 10in 1997, the term “stalking” was used to describe it, the Minister for Justice
noting that the “new offence of harassment... is aimed at what is commonly called
stalking.”"® Stalking is commonly defined in a manner that is almost indistinguishable
from harassment and the Oxford English Dictionary defines it as “the action, practice or
crime of harassing or persecuting a person with unwanted, obsessive and usually
threatening attention over an extended period of time”.'® Stalking is best understood as an
aggravated form of harassment which is a wider offence that could encompass other
behaviour not readily identifiable as stalking.'” The Commission adopted this view in its
Report on Aspects of Domestic Violence, concluding that stalking is included as a type of

3 [2008] IEHC 183, [2010] 3 IR 434: see the more detailed discussion in Law Reform Commission,
Report on Aspects of Domestic Violence (LRC 111-2013), paragraph 2.22ff.

" Law Reform Commission, Report on Non-Fatal Offences Against the Person (LRC 45-1994),
paragraph 9.77. .
'® See Vol. 477 D4il Eireann Debates, 15 April 1997, Second Stage debate on Non-Fatal Offences

against the Person Bill 1997, where the Minister for Justice Nora Owen referred to the “new
offence of harassment which is aimed at what is commonly called stalking.” See also Vol. 478 D4il
Eireann Debates, 29 April 1997, Committee and Remaining Stages debate on Non-Fatal Offences
against the Person Bill 1997, where the Minister of State at the Department of Social Welfare
Bernard Durkan referred to the offence in section 10 as “harassment or as it is commonly known,
stalking.”

¢ As quoted in MacEwan, “The new stalking offences in English Law: will they provide effective
protection from cyberstalking” (2012) Crim LR 767, at 768.

"7 Gillespie, “Cyberstalking and the law: a response to Neil MacEwan” (2013) Crim LR 38, at 39.
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harassment under section 10.'® Cyber-stalking has been described as involving a
relentless pursuit of the victim online often in combination with an offline attack."” Just as
stalking is commonly characterised as a sub-category of harassment, the Commission
suggests that cyber-stalking that meets the test of persistence is best described as a form
of cyber-harassment.

Examples of harmful digital communications

The following are examples of harmful digital communications which may or may not be
covered by section 10 depending on whether the persistence requirement is met and the
activity involved is direct rather than indirect in nature:

e Persistently sending harmful messages through text messaging, instant messaging,
email, chat rooms or social media sites. For example, in a 2013 case, a man was
convicted under section 10 of the 1997 Act for sending up to 500 offensive text
messages to a teenage boy.”

e Targeting the victim’'s computing technology. This type of behaviour arose in the
English case R v Debnath,*" where the accused paid a group of hackers to sabotage
the complainant’s email account. Computer hacking is an offence under the Criminal
Damage Act 1991.%

o Setting up harmful websites or fake profile pages on social media sites, in order to
impersonate the victim and post harmful or private content in the victim’'s name. This
also featured in Debnath where the accused set up a website called “[name of
complainant] is gay.com” and registered the complainant on a database for people
with sexually transmitted diseases. The accused was convicted of harassment under
section 2 of the UK Protection from Harassment Act 1997. As noted below, this
indirect activity might not come within section 10 of the 1997 Act.

e Posting intimate images or videos online without consent. This type of activity
received international attention in 2014 when intimate photos and videos of well-
known personalities, including the actor Jennifer Lawrence, were posted online after
their iCloud accounts had been hacked.”® This clearly involved hacking but might not
come within section 10 of the 1997 Act.

Application of section 10 of the 1997 Act to harassment by digital or online means

Section 10 of the 1997 Act can be applied to many forms of harmful internet behaviour,
including harassment by online or digital means, because section 10(1) provides that
harassment may be carried out “by any means including by use of telephone” (emphasis

'® Law Reform Commission, Report on Aspects of Domestic Violence (LRC 111-2013), paragraph
2.92.

7 Jameson, “Cyberharassment: Striking a Balance between Free Speech and Privacy” (2008) 17
Comm Law Conspectus 231, at 236.

2% Man guilty of ‘malicious and evil’ bullying of boy through text messages” /rish Independent 22
January 2013 available at http://www.independent.ie/irish-news/courts/man-guilty-of-malicious-
and-evil-bullying-of-boy-through-text-messages-28947459.html.

2" [2005] EWCA Crim 3472.

22 The 1991 Act is discussed at paragraph 2.90 below.

2 “Nude photos of Hollywood actors posted online by alleged hacker” The /rish Times 1 September
2014 available at http://www.irishtimes.com/news/technology/nude-photos-of-hollywood-actors-
posted-online-by-alleged-hacker-1.1914402.
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added). The specific reference to the telephone ensures that behaviour such as silent
phone calls are captured by the offence. The reference to “by any means” enables other
forms of communication such as email, messages sent through a social media site or text
messages to be classed as harassment, so that the offence is not confined to more
traditional, offline stalking activities such as following or watching which are also listed in
section 10. A number of prosecutions under section 10 have involved harassment through
sending unwanted, inappropriate or harmful emails, text messages and posting harmful
content online.

The cases outlined below come within section 10 of the 1997 Act because each involved a
cyber-attack that continued over a prolonged period. They show that prosecutions have
been brought pursuant to section 10 where there has been harassment by digital or online
means, in particular in cases involving direct contact with the victim. However, difficulties
may arise in applying section 10 to certain forms of indirect harassment, that is, harmful
behaviour directed towards a person other than the victim but concerning the victim. The
ease with which individuals can communicate with others and disseminate content online
means that indirect harassment is particularly likely to be carried out through digital or
online means.?

e A 2011 case involved a man who pleaded guilty to harassing his ex-girlfriend over a
three year period. The man had sent emails, texts and threatening letters to the victim
and had also sent a threatening letter to one of her work colleagues.”

e In 2013, a man pleaded guilty to harassment after sending up to 500 text messages to
a teenage boy which were “abusive, threatening or sexually explicit” in nature.?® Text
messages were also sent to people living in the local area claiming to be from the
victim and signed off by him, resulting in the victim being assaulted by a number of
people.

e Ina 2014 case, a man pleaded guilty under section 10 after posting explicit items on a
website about the victim, whom he had briefly dated seven years before, suggesting
she was offering sexual favours.?’

Harassment has also been charged in cases involving covert filming:

In 2012, a man who installed a hidden camera in a women's locker room pleaded guilty to
harassment of eight women who were staff at the hospital where the locker room was
located. The camera had been in place for 6 months before it was spotted. The accused
admitted using the camera to record 885 images and 30 videos of the women undressing
and in their underwear. The victims, who were previously on good terms with the

¢ The Commission noted this in its Report on Aspects of Domestic Violence (LRC 111-2013),
paragraph 2.94.

2 This case is discussed in Shannon Sixth Report of the Special Rapporteur on Child Protection
(Report Submitted to the Oireachatas, January 2013) at 95.

2 “Man guilty of ‘malicious and evil’ bullying of boy through text messages” /rish Independent 22
January 2013 available at http://www.independent.ie/irish-news/courts/man-guilty-of-malicious-
and-evil-bullying-of-boy-through-text-messages-28947459.html.

7 “Man avoids jail for vile internet messages about ex-girlfriend” /rish Times 20 March 2014
available at http://www.irishtimes.com/news/crime-and-law/courts/man-avoids-jail-for-vile-
internet-messages-about-ex-girlfriend-1.1731368.
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defendant, said they felt betrayed and repulsed by his actions. One of them was unable to
socialise for six months and had made an attempt at suicide. 2

These examples meet the persistence requirement in section 10 because they involved
repeated acts over an extended period. These cases also illustrate that section 10 is
capable of capturing many forms of harassment by digital or online means.?’

Whether there should be a specific reference to harassment by digital or online

means
In accordance with the harm principle, only the most serious behaviour should be subject
to the criminal law. Harassment by means of digital or online communication is as
serious as offline harassment and arguably, it can even be more harmful because of the
particular characteristics of digital communications. Digital communications have the
capacity to be instant, numerous, reach large even global audiences, be permanently
available and are frequently anonymous in nature. Harassment by digital or online
means can also have an inescapable quality as the victim can be targeted anytime and
anywhere because of the ubiquity of portable internet connected devices such as
smartphones. Thus, the potential for harassment by digital or online means to cause
substantial harm is significant and it has being linked to serious psychological harm and
even in extreme cases to suicide.

Section 10 of the 1997 Act already covers harassment by digital or online means as it
applies to harassment “by any means” and it has been applied in certain online
harassment cases as the examples discussed above demonstrate. However harassment
by digital or online means is under-reported and under-prosecuted which suggests that
this section is not effective in targeting this behaviour.

Studies conducted on cyber-bullying regularly find that individuals are reluctant to report
such behaviour.*® Amongst children and adolescents the most common reasons for
under-reporting include the belief that adults will not be able to understand or respond
adequately to the problem. This belief arises from the perception on the part of children
and adolescents that they possess greater technological understanding and ability than
pre-digital era adults. Connected to this belief is the fear that if the child or adolescent
tells a parent they are being cyber-bullied their own internet access or devices may be
taken away from them.' Even where a child tells an adult about cyber-bullying or

8 “Man hid camera to spy on women in shower” /rish Independent 18 December 2012 available at
http://www.independent.ie/irish-news/courts/man-hid-camera-to-spy-on-women-in-shower-
28948811.html.

¥ The Minister for Justice noted in 2012 that section 10 applies to cyber-bullying: see Vol. 781 D&il
Eireann Debates, p.754 (7 November 2012), Topical Issues Debate: Cyberbullying, available at
www.oireachtas.ie. To the same effect see Joint Committee on Transport and Communications
Report on Addressing the Growth of Social Media and tackling Cyberbullying (Government
Publications, 2013) at 34.

% See for example, Doherty A study of cyberbullying of students in Irish third level education (NUI
Galway, 2014) at 5, which found that over half of those surveyed who were cyber-bullied did not
report the cyber-bullying. See also O'Moore and Minton Cyber-Bullying: The Irish Experience (Nova
Science Publishers, 2011) which investigates the experience of post-primary school children with
cyber-bullying and finds that only 6% of children who said they had experienced cyber-bullying
reported it to adults at school.

%! See 0'Higgins Norman “Report on Cyberbullying Research and Related Issues” Conference
Paper, Ist National Cyberbullying Conference (1 September 2014) at 2. This Paper also notes that
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harassment to which they have been subjected, adults may form the view that reporting
the problem to the Gardai is not a suitable option considering the potentially serious
consequences of engaging the criminal law. The anonymous nature of much harassment
by digital or online means also creates challenges for both adult and child victims, who
may believe that reporting the behaviour is futile because the perpetrator cannot be
identified.* This is despite the fact that anonymity online is largely a misplaced
perception because an individual's identity can usually be uncovered through his or her IP
address.

In 2013, a number of representative groups in submissions to the Oireachtas Joint
Committee on Transport and Communications believed that there was a need to clarify
that existing law applied to harassment by digital or online means.*

Consultation responses

The majority of consultees were in favour of amending section 10 to include a specific
reference to harassment by digital or online means. A number of respondents to the
Issues Paper stated that they believed such an amendment could increase reporting of
harassment by digital or online means and may deter such behaviour. Respondents also
felt that such an amendment would offer clarity and “provide certainty to those tasked
with interpreting the section”. It was also noted that such an amendment would
emphasise the seriousness of harassment by digital or online means and the law’s
intolerance to it.

However, some of the consultees who were in support of this amendment also had certain
reservations. One consultee emphasised that care must be taken to ensure that such a
specific reference would not result in the disproportionate criminalisation of young
people. This could be facilitated by providing guidance to law enforcement, which a
number of consultees recommended should accompany the proposed amendment.

Consultees also emphasised that care would need to be taken with the wording of the
specific reference to harassment by digital or online means. One consultee noted that, as
the cases listed in the Issues Paper illustrated, the present section 10 has shown itself to
be highly adaptable to a range of scenarios and any attempt to specify the means through
which harassment could be carried out is “fraught with the risk that future technological
developments will not be covered by any statutory wording”.

The main reason certain consultees did not support amending section 10 to include a
specific reference to harassment by digital or online means is because they considered
such an amendment unnecessary, as the section already applies to harassment “by any
means”. These consultees instead advocated public engagement and education to ensure
that the public is aware of the scope of section 10. A consultee also suggested that the

the reluctance to report may be “partly attributable to the ambiguity of online comments, whereby
it is difficult to prove that a comment or action is directed at a particular individual and/or intended
to be hurtful.”

%2 Srivastava and Boey “Online Bullying and Harassment: An Australian Perspective” (2012) 6
Massaryk U J L &Tech 299, at 313.

% These included the Anti-Bullying Coalition, Digital Rights Ireland, the Irish Immigrant Support
Centre (Nasc) and Spunout.ie (a youth focused website funded by the HSE): see Joint Committee on
Transport and Communications Report on Addressing the growth of Social Media and tackling
Cyberbullying (Government Publications, 2013) at 34 and 38.
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real problem with section 10 lies not with the wording but with enforcement. This
consultee remarked that “[w]e have heard from victims of online harassment who have
reported the matter to the Gardai and been told that there is simply nothing that can be
done in respect of online harassment. This is simply not so and we recommend that this
be clarified to Gardai.”

At a 2015 Women's Aid conference “Digital Abuse of Women: The Challenge of Online and
Technology Abuse, Shaming and Stalking in Intimate Partner Relationships”** speakers
highlighted the increasing role of digital and online technology in stalking/harassment
cases. Margaret Martin, the Director of Women's Aid, noted that digital technology had
allowed “the volume to be turned up” on stalking/harassment, because such technology
operates instantly thus increasing the intensity of the harassment. She also noted that
41% of domestic violence victims helped by Women'’s Aid in the UK had been tracked or
harassed through an electronic device. Digital technology is therefore a very significant
tool for stalking/harassment and this should be reflected in the wording of a reformed
harassment offence.

Conclusion

The Commission considers that amending the harassment offence to include a specific
reference to harassment by digital or online means would offer important clarification as
to the scope of the offence, similar to the specific mention of harassment by telephone
which is already included in section10 of the 1997 Act. This clarification could lead to an
increase in reporting of this type of harassment. Expressly identifying harassment by
digital or online means in the legislation as a particular form of the wider offence of
harassment would also underline society’s recognition of its seriousness and the need to
prevent and punish it. However, educational measures aimed at the general public and
the Gardai are also necessary to increase public awareness of the capacity of the
harassment offence to be used in cases involving harassment by digital or online means
and to offer guidance to the Gardai as to when the offence is applicable.

The reference in section 10 to “telephone” without any mention of other forms of
electronic communication makes the section appear outdated. Thus, including a
reference to harassment by digital or online communication would clarify and modernise
the wording of the harassment offence. It would also correctly label the conduct that is
covered by the offence and ensure that harassment by digital or online means is not a
hidden form of harassment as section 10 of the 1997 Act currently suggests.

The Commission thus recommends that section 10 of the Non-Fatal Offences Against the
Person Act 1997 be repealed and replaced with a harassment offence which expressly
applies to harassment by all forms of communication including through digital and online
communications such as through a social media site or other internet medium. The
Commission recommends that this amendment be made by including a definition of
“communication” in the legislation which would extend to any form of communication
including by letter, telephone (including SMS text message) or digital or online
communication such as through a social media site or other internet medium. The

% Women's Aid International Conference “Digital Abuse of Women: The Challenge of Online and
Technology Abuse, Shaming and Stalking in Intimate Partner Relationships” 25 November 2015,
Dublin City Council Civic Offices.
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Commission has also concluded that the existing criminal law on harmful
communications, together with the reforms proposed in this Report, should be
consolidated into a single piece of legislation.

Indirect harassment

In the Commission’s 2013 Report on Aspects of Domestic Violence, it was noted that
consultees had recommended that indirect harassment should be an offence.®®

Indirect online harassment involves persistent harmful communications through email,
social media sites or other digital or online means to third parties concerning a person but
not directly communicated to the person. It would include, for example, situations where a
defendant spreads harmful information whether true or false to the person’s friends or
family. It might also involve repeatedly posting content online to the public at large
concerning a person.

There may be a gap in Irish law in relation to indirect harassment, a view that was shared
by the then Minister for Communications, Energy and Natural Resources in 2013 when he
stated that the 1997 Act dealt with “direct communications with someone” but “it does not
deal with communication about someone and is being interpreted in a very narrow sense
by the courts.”*® Comprehensively criminalising indirect harassment could be done by
amending the harassment offence to include harassing communications with “any
person” rather than just the target of the harassing behaviour. In the online context, this
would clarify that it is a crime to post harassing communications on a publicly available
website and to send digital communications to third parties which are harmful to the
victim.

In the English case R v Debnath,* the defendant pleaded guilty to harassment pursuant to
section 2 of the Protection from Harassment Act 71997. The defendant and the
complainant had a one night stand after which the defendant mistakenly believed she had
contracted a sexually transmitted disease. This sparked a year-long campaign by her of
harassing the complainant, mainly through online means. This included sending the
complainant’s fiancée emails claiming to be from one of the complainant’s friends
detailing alleged sexual indiscretions and sending the complainant’s former employers an
email, also claiming to be from him, which falsely alleged that the complainant had
harassed the defendant. The defendant also registered the complainant on a database for
individuals with sexually transmitted diseases seeking sexual liaisons and on a gay
American prisoner exchange, and set up a website claiming that the complainant was gay.

Section 10 of the Irish 1997 Act requires that the accused engage in “following, watching,
pestering, besetting or communicating with” the victim. The requirement to communicate
with the victim means that it is unlikely that section 10 could be interpreted as applying to
all forms of indirect activity. So where the offending communication is sent not to the
victim but to others there may be no communication with the victim. The specific language
used in section 10 would appear to exclude the indirect type of behaviour involved in

* Law Reform Commission, Report on Aspects of Domestic Violence (LRC 111-2013), paragraph
2.21.

% Joint Committee on Transport and Communications Report on Addressing the growth of Social
Media and tackling Cyberbullying (Government Publications, 2013) at 34.

$7[2005] EWCA Crim 3472.
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Debnath. Similarly, harmful messages posted on a private social media page such as on
Facebook may also not be covered by section 10 if they do not involve direct
communication with the subject.

Nonetheless, there have been two prosecutions under section 10 for indirect harassment
type behaviour:

e In 2014 a prosecution was taken against a man who pleaded guilty to an offence under
section 10 after posting explicit items on a website about the victim, whom he had
briefly dated seven years before, suggesting she was offering sexual favours.® The
man received a four year suspended sentence.

e In 2015, a man pleaded guilty to three counts of harassment under section 10, one of
which related to indirect harassment, whereby the accused set up a fake social media
profile using a made-up woman’s name but using pictures from the actual Facebook
page of a woman he knew. These photos were interspersed with the sexual images of
a similar looking woman taken from pornographic sites and the fake site, along with
sexual communications, was then shared with over 1,000 men through social media.
The woman only found about the fake site when a friend contacted her. The man was
sentenced to six months imprisonment.*

These cases suggest that there is a view that section 10 may extend to some situations
where a person is exposed indirectly to publicly available content. So, just as persistently
displaying abusive placards about a person in public places might amount to traditional
harassment, in the online context posting abusive content on publicly accessible websites
or social media profiles might amount to online harassment. However, both of these
cases involved guilty pleas and so the law in this area has not been properly tested.

Indirect harassment is covered by the English Protection from Harassment Act 1997
because it defines harassment in more general terms than section 10. It criminalises
engaging in a “course of conduct” not necessarily against the victim, but which constitutes
harassment of the victim.“® In its Report on Aspects of Domestic Violence, the
Commission recommended that the term “persistently” should be retained rather than
adopting the “course of conduct” requirement as the “persistently” term is wider in
scope.*' This is because, as defined in the English Act, “course of conduct” requires at

%8 See “Man avoids jail for vile internet messages about ex-girlfriend” /rish Times 20 March 2014,
available at http://www.irishtimes.com/news/crime-and-law/courts/man-avoids-jail-for-vile-
internet-messages-about-ex-girlfriend-1.1731368.

% See “Man jailed after falsely linking woman with online pornography” /rish Times 6 November
2015 available at http://www.irishtimes.com/news/ireland/irish-news/man-jailed-after-falsely-
linking-woman-with-online-pornography-1.2421444.

“0 Section 2(1) of the UK Protection from Harassment Act 1997 provides that “[al person who
pursues a course of conduct in breach of section 1 is guilty of an offence”. Section 1 of the UK 1997
Act provides:

“A person must not pursue a course of conduct—

(a) which amounts to harassment of another, and

(b) which he knows or ought to know amounts to harassment of the other.”

Harassment is not defined in the UK 1997 Act.

“ Law Reform Commission, Report on Aspects of Domestic Violence (LRC 111-2013) at paragraph
2.101.
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least two incidents, so that a single but continuous act cannot constitute harassment as it
can under the Irish Act (as in Director of Public Prosecutions (0'Dowd) v Lynch®).

Indirect victim shaming (“revenge porn”) and section 10 of the 1997 Act

A particular form of indirect activity is the persistent distribution to third parties of videos
or images with embarrassing or intimate content occurring after a relationship breaks
down. This activity is sometimes referred to as “revenge porn”.43 The proliferation of
mobile technology and the development of sites and apps that facilitate posting such
material online mean that recording and distribution of content can easily be done. The
mass release in 2014 of intimate photographs hacked from the online accounts of
celebrities illustrates the potential for such behaviour to be carried out on an industrial
scale.*

In the Canadian case R v DeSilva,*® the defendant made a sexually explicit video of the
complainant without her knowledge while they were in a relationship. After the
relationship ended, the defendant posted the video on his Facebook page and then sent 13
friends and family an email inviting them to view the video which was sent as an
attachment to the emails. The defendant also made threats to the victim including
through a series of emails where he taunted the victim about the video. The defendant
was convicted of the offence of voyeurism*® for making and distributing the video and
harassment in relation to the threats he made to the victim. Although the video was not
widely distributed in this case, because the police were alerted at a relatively early stage
resulting in the video being removed from Facebook, the court could still not be satisfied
that the video was confined to the 13 people who were sent it.

If the DeSilva case had arisen in Ireland, the series of email threats made directly to the
victim by the defendant would probably meet the persistence requirement in section 10 of
the 1997 Act.*” If, however, the case had only involved the emails and video sent by the
defendant to his friends, it is unlikely that this would meet the requirement in section 10
that the defendant had been “communicating with” the victim. Posting the video on a social
media page might possibly be prosecuted successfully under section 10 if the
complainant had access to the page.

Consultation responses

The majority of respondents to the Issues Paper were in favour of amending section 10 to
provide for indirect harassment. One organisation outlined their experience with indirect
harassment, stating that they had seen cases of revenge porn and cases where “graphic
and disturbing lies have been spread on the internet about women by their ex-partners,

“2[2008] IEHC 183, [2010] 3 IR 434.

“3 For a discussion of one individual's experience with “revenge porn” see “| was a victim of revenge
porn. |l don’'t want anyone else to face this” 7he Guardian19 November 2013 available at
http://www.theguardian.com/commentisfree/2013/nov/19/revenge-porn-victim-maryland-law-
change.

“ “Nude photos of Hollywood actors posted online by alleged hacker” The Irish Times 1 September
2014 available at http://www.irishtimes.com/news/technology/nude-photos-of-hollywood-actors-
posted-online-by-alleged-hacker-1.1914402.

#2011 ONCJ 133.

“¢ The voyeurism aspect of the case is discussed at paragraph 2.122 below.

“” As noted at paragraph 2.18 above, section 10 has been used in cases involving covert filming.
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damaging their reputation, self-esteem and possibly their work opportunities.” They noted
how difficult it was for such women to take effective action in these circumstances, as
“when women report this type of cyber-harassment to the Gardai they are told there is
nothing they can do”. The organisation also suggested that defamation cases are too
expensive and unlikely to be pursued by domestic violence victims in particular.

The young people who participated at the Commission’s consultative workshops in April
2106, facilitated by the Department of Children and Youth Affairs, expressed strong views
on indirect behaviour. 100% of those participating felt that “revenge porn” should be
illegal and 89% felt that the use of fake profiles to target individuals should be illegal.

A representative of the Office of the Director of Public Prosecutions speaking at the
Commission’s Seminar in April 2015 indicated that the Office had experienced some
challenges in prosecuting harassment cases involving indirect behaviour, such as where a
page is set up on a social media site for the purposes of harassing a victim. The Office of
the Director of Public Prosecutions thus supported amending section 10 to accommodate
indirect harassment.

One consultee emphasised the importance of safeguards if this amendment were to be
introduced, including, that there be no public interest element involved in such cases, that
there is sufficient evidence that the behaviour was done expressly to intimidate and
directed specifically at the person claiming to be a victim. This consultee highlighted the
right of freedom of expression and the importance of not allowing such legislation “to
stifle publishing of content online”, noting satirical profiles on social media sites as an
example of the type of content that should not be captured by indirect harassment.

A number of social media companies who responded to the Issues Paper were not in
favour of amending the harassment offence to provide for indirect harassment. One such
company outlined a number of reasons for this opposition. Firstly, they suggested that
extending the harassment offence to cover indirect harassment “would represent a
fundamental change in the law of criminal harassment”. They noted that the offence of
harassment has been defined by the Oireachtas and interpreted by the courts as requiring
a direct nexus between perpetrator and victim and that amending section 10 to include
indirect harassment “represents a significant change to this position”. Another consultee
shared this view, emphasising that “any amendment of section 10 should respect the vital
distinction between speech about another person and communication made to that
person.”

Secondly, the social media company noted that the amendment could have unintended
consequences, suggesting that depending on the wording, extending section 10 to cover
indirect harassment could result in the criminalisation of gossip or spreading rumours
offline and online about an individual and could “lead to a situation where an individual
who engages in two or three similar conversations (online or off) finds themselves
criminally liable for indirectly harassing the individual who was discussed in each of the
conversations.” Although the social media company acknowledged that in practice much
of this type of conduct is unlikely to be prosecuted, they nonetheless felt that there would
be a high degree of prosecutorial discretion as to when indirect harassment would be
charged and this could lead to uncertainty amongst the general public as to whether
indirect communications are lawful or not.

59



2.47

2.48

2.49

(€)
2.50

2.51

REPORT: HARMFUL COMMMUNICATIONS AND DIGITAL SAFETY

However, section 10 requires that the harassing behaviour “seriously interferes with the
other’s peace and privacy or causes alarm, distress or harm to the other”. The
prosecutorial discretion under the section is therefore not as broad as the social media
company claims. It is not sufficient for there simply to be an interference with peace and
privacy, the interference must also be serious or cause “alarm, distress or harm” and it is
unlikely that behaviour such as gossip or rumour spreading would meet this requirement.

Thirdly, the social media company suggested that criminalising indirect harassment could
result in individuals becoming criminally liable for sharing lawful content. They warned
that “without careful drafting and proper attention being paid to the need to protect lawful
speech, social media comments about lawful matters and settled records of fact could be
criminalised.”

Finally, the social media company noted the CPS’ Guidelines on social media
communications*® and the Scottish Crown Office and Procurator Fiscal Service's Guidance
on Cases Involving Communications sent via Social Media.*’ Both sets of Guidelines
advise that a high degree of care needs to be taken in bringing prosecutions on the basis
of online communications that do not breach court orders, contain threats or specifically
target an individual in light of the need to safeguard the right to freedom of expression. In
particular, the constultee noted that the CPS Guidelines state that in the context of online
misconduct, a harassment charge may be appropriate “where there is more than one
incident, or the incident forms part of a course of conduct directed towards an individual.”
They argued that this suggests that “the UK has retained the requirement of a nexus
between the victim and the offender when bringing harassment cases, and has not
adopted the approach of prosecuting in cases of “indirect” harassment”. Yet, this
assessment ignores the Debnath case, discussed above,*® where the defendant pleaded
guilty to harassment (under section 2 of the English Protection from Harassment Act
7997 mainly conducted through indirect means. The defendant was also subjected to a
restraining order under section 5 of the English Act which prohibited her from “contacting
directly or /ndirectly the complainant his fiancee and others specified”.”’ This case clearly
suggests that indirect communications do come within the scope of the English Act.

Conclusion

By expanding the harassment offence to include communications with a third person
rather than just the target of the harassment, an important gap in the law of harassment
would be filled.

Currently, indirect communications such as posting content on public websites or sending
harmful communications to third parties connected to the victim do not appear to be

“8 Crown Prosecution Service, /nterim Revised CPS Guidelines on Prosecuting Social Media cases (3
March 2016) available at

http.//www.cps.gov.uk/consultations/social_media consultation 2016.html.

“ Crown Office & Procurator Fiscal Service, Guidance on cases involving Communications sent via
Social Media available at
http://www.copfs.gov.uk/images/Documents/Prosecution_Policy_Guidance/Book_of_Regulations/
Final%20version%2026%2011%2014.pdf.

% See paragraph 2.34 above.

' R v Debnath[2005] EWCA Crim 3472 at paragraph 3 (emphasis added).
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covered by section 10 in most cases. This has been confirmed during the consultative
process leading to this Report. Although this Report also proposes an offence designed to
deal with indirect victim-shaming behaviour (so-called “revenge porn”), which some
consultees have suggested could obviate the need for a reference to indirect harassment,
the expansion of the harassment offence to include indirect activity is nonetheless
warranted because not all indirect behaviour is related to the victim-shaming behaviour.
Moreover, in certain cases that type of behaviour may be part of a pattern of persistent
behaviour where charging the perpetrator with harassment would be appropriate.

The Commission also believes that providing for indirect harassment would not constitute
a fundamental change to the harassment offence because the direct nexus between the
perpetrator and the victim would be retained. This is because while the indirect behaviour
may appear to be directed at a third party, the behaviour would still need to be such that it
can be proven that it harasses the victim. The behaviour must thus seriously interfere
with the victim’s peace and privacy or cause him or her alarm, distress or harm as well as
satisfy the requirement that a reasonable person would realise that the harassing acts
would seriously interfere with the victim’'s peace and privacy or cause the victim alarm,
distress or harm. These elements of the proposed amended harassment offence would
prevent prosecutions for behaviour such as gossiping or the sharing of lawful content.

2.53

2.54

The Commission recommends that the legislation included in this Report on
harmful communications should apply to all forms of communication, whether
offline or online, analogue or digital, and therefore should include
communication by letter, telephone (including SMS text message), camera, or
digital or online communication such as through a social media site or other
internet medium. The Commission also recommends that the existing criminal
law on harmful communications, together with the reforms proposed in this
Report, should be consolidated into a single piece of legislation.

The Commission recommends that section 10 of the Non-Fatal Offences Against
the Person Act 19297 should be repealed, and replaced by an offence of
harassment that is modelled on section 10 and that includes two additional
provisions: (a) that the harassment offence should expressly apply to
harassment by any means of communication, including through digital and
online communications; and (b) that it should deal with indirect form of
communications, such as setting up fake online social media profiles.

2.55

2.56

Specific Stalking Offence

The amendments to the harassment offence recommended by the Commission above will
ensure that harassment by digital or online means is better accommodated than it is
presently. However, the Commission also feels that consideration should be given as to
whether a specific offence to target stalking, including cyber-stalking, should be
introduced.

Although stalking is frequently described as a form of harassment (and as mentioned
above, section 10 was described in the Oireachtas debates as expressly intended to deal
with stalking®®) there is an argument that it is a distinct crime deserving of specific
recognition. Ann Moulds, anti-stalking advocate and founder of Action Scotland Against

*2 See paragraph 2.14.
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Stalking, offers a useful description of how stalking is different and more serious than
harassment:

“Somebody might harass another person because they are not happy with them or
whatever, but that is slightly different from the intimate relationship that stalker has
with his victim. There is an emotional relationship between two people, and it is an
unequal relationship.”*?

The Suzy Lamplugh Trust, which runs the UK National Stalking Helpline, defines stalking
as “repeated, unwanted contact that occurs as a result of fixation or obsession and causes
the victim(s) to feel distressed or fearful”.>* Thus, stalking is often seen as an “aggravated
form of harassment”® because it involves an intense obsession or fixation on the part of
the perpetrator which creates an unwanted intimacy between the stalker and victim. This
type of intense fixation giving rise to a quasi-intimate relationship is not present in all
cases of harassment. Thus, this quantifiable difference® between stalking and
harassment inspired changes to both Scottish and English law (both discussed below)
which were aimed at ensuring that the crime of stalking would be properly identified and
more effectively investigated and prosecuted.

The Commission previously considered the question of whether a specific stalking offence
was required in its 2013 Report on Aspects of Domestic Violence.®” In that Report, the
Commission concluded that the “offence of harassment is sufficiently broad in scope to
encompass behaviour that is colloquially known as ‘stalking’®®. In arriving at this
conclusion, the Commission took into account the consultations it had with the Director of
Public Prosecutions and the Gardai which indicated that the majority of section 10
prosecutions were for stalking type behaviour,*” as well as the experiences of other
jurisdictions including England and Wales where the Commission noted that “the addition
of a specific stalking offence has created a situation where the offence of harassment and
the offence of stalking are made up of the same elements”®’. The Commission thus felt
that introducing a specific stalking offence “would be unnecessarily complicating and
would result in a duplication of the criminal law”®".

However, while the 2013 Report considered the question of whether a specific stalking
offence may be required this was not a core element of that Report and thus the issue was
dealt with relatively briefly. In particular, the substantial impact of digital technology on
harassment and stalking was not examined in detail in the 2013 Report or taken
specifically into account by the Commission when it recommended against introducing a
stalking offence. Thus, the Commission has decided to consider again whether a specific

%% See Scottish Parliament Justice Committee, Justice Committee Official Report 23 March 2010,

Criminal Justice and Licensing Scotland Bill, col. 2809, available at

http://archive.scottish.parliament.uk/s3/committees/justice/or-10/ju10-1102.htm#Col2775.

52“00u§ of Sight, Out of Mind: An investigation into the response to stalking (Suzy Lamplugh Trust,
16) at 6.

%% See Independent Parliamentary Inquiry into Stalking Law Reform, Main Findings and

Recommendations (Justice Unions’ Parliamentary Group, 2012) at 11.

% /bid at 23- where it was noted that campaigners in Scotland viewed stalking as “quantifiably

different from harassment in law”.

% Law Reform Commission, Report on Aspects of Domestic Violence (LRC 111-2013).
%8 /bid at paragraph 2.90.

¥ Ibid.

¢ /bid at paragraph 2.91.

¢ /bid at paragraph 2.92.
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stalking offence should be introduced particularly as a means of ensuring that stalking by
digital or online means is more effectively targeted. In this respect, the experiences of
Scotland and England and Wales may offer some guidance.

Scotland

Prior to 2010, no specific stalking or harassment offences existed in Scotland. Instead,
such behaviour was generally prosecuted under a common law breach of the peace
offence. However, after a 2009 case Harris v HM Advocate,® held that that the breach of
the peace offence required a public element, there was concern that some cases of
stalking would not satisfy this and would be difficult to prosecute. According to
Middlemiss, there was particular concern that stalking that occurs in private or in an
isolated place, as in the Harris case would not be covered.®® There was also a need to
address digital or online activity including stalking that is carried out through social media
sites, telephone, texting and e-mail.** Thus, the new offences were partially introduced to
ensure that harassment/stalking by digital or online means could be effectively
prosecuted.

The Criminal Justice and Licensing (Scotland) Act 2070 includes an offence of threatening
and abusive behaviour (section 38) and a stalking offence (section 39). Both of these
offences are designed to target harassment and related behaviour. The offence of
threatening and abusive behaviour acts as a statutory version of the breach of the peace
offence which previously applied. The offence prohibits individuals from behaving in a
threatening or abusive manner where that behaviour is likely to cause a reasonable
person fear or alarm and he or she either intends by the behaviour to cause fear or alarm
or is reckless as to whether the behaviour would cause fear or alarm.®® The offence
applies whether the behaviour in question amounts to a course of conduct or a single
act.®® Thus, this is quite a broad offence, designed to target both once-off acts and
persistent activity with no specific examples of the behaviour the offence can capture
included in its wording. When the Criminal Justice and Licensing (Scotland) Bill was being
debated, it was suggested by a number of representatives that this general offence would
be sufficient to capture all forms of harassment and stalking without the need for a
separate stalking offence.®’” However, this view was ultimately rejected as the Scottish
Parliament was persuaded of the benefits of including a specific stalking offence
alongside this general offence.

At the committee stage, Ann Moulds emphasised the importance of a specific stalking
offence as the abusive and threatening behaviour offence “is an open, catch-all offence. It

2 Harris (Mark) v HM Advocate [2009] HCJAC 80.

¢ Middlemiss, “Let the stalker beware? Analysis of the law of stalking in Scotland” J.Crim. L. 407 at
411-412.

¢ Ibid.

¢ Section 38(1) of the Criminal Justice and Licensing (Scotland) Act 2010.

¢ Section 38(3) of the Criminal Justice and Licensing (Scotland) Act 2010.

" See, in particular, Justice Committee 13 April 2010 Meeting, Criminal Justice and Licensing
(Scotland) Bill available at
http://www.scottish.parliament.uk/parliamentarybusiness/report.aspx?r=5494&mode=html.
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does not identify the crime or tell anybody what law has been broken”.® She stated that
stalking is “a hidden crime” and that it would remain hidden, despite it being a serious
crime if the general offence alone was introduced.’ Members of the Scottish police also
supported a specific offence as they felt it offered clarity for both the general public and
law enforcement agencies.”®

Thus, section 39 of the Criminal Justice and Licensing Scotland Act 2070 provides for an
offence of stalking. This offence is committed when a person stalks another person by
engaging in a course of conduct with the intention of causing fear or alarm, or when he or
she knows or ought to have known that engaging in the course of conduct would cause the
victim fear or alarm, and the course of conduct causes the victim to suffer fear or alarm.”’
Defences are included for lawful behaviour, behaviour engaged in for the purpose of
preventing or detecting crime or where the course of conduct was reasonable in the
circumstances.’”? The section also includes a definition of “conduct”, with a detailed list of
prohibited behaviour described:

“‘conduct’ means—
(a) following B [the victim] or any other person,
(b) contacting, or attempting to contact, B or any other person by any means,
(c) publishing any statement or other material—
(i) relating or purporting to relate to B or to any other person,
(i) purporting to originate from B or from any other person,
(d) monitoring the use by B or by any other person of the internet, email or any
other form of electronic communication,
(e) entering any premises,
(f) loitering in any place (whether public or private),
(g) interfering with any property in the possession of B or of any other person,
(h) giving anything to B or to any other person or leaving anything where it may be
found by, given to or brought to the attention of B or any other person,
(i) watching or spying on B or any other person,
(j) acting in any other way that a reasonable person would expect would cause B to
suffer fear or alarm,””

The stalking offence does not apply to once off activity as the section provides that a
course of conduct “involves conduct on at least two occasions””".

A notable feature of the Scottish offences is that both the general offence and the stalking
offence carry the same penalties: a maximum 5 years imprisonment or a fine or both on
conviction on indictment and a 12 month maximum sentence or a fine or both on summary
conviction. This is even though the stalking offence is more difficult to prove, as it

8 See Scottish Parliament Justice Committee, Justice Committee Official Report 23 March 2010,
Criminal Justice and Licensing Scotland Bill, col. 2805, available at
http://archive.scottish.parliament.uk/s3/committees/justice/or-10/ju10-1102.htm#Col2775.

¢ Ibid.

" bid.

"' Section 39(1), (2) of the Criminal Justice and Licensing (Scotland) Act 2010.

72 Section 39(5) of the Criminal Justice and Licensing (Scotland) Act 2010.

73 Section 39(6) of the Criminal Justice and Licensing (Scotland) Act 2010.

% bid.
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requires a course of conduct and for the victim to have actually suffered fear or alarm”
(and consequently, if the threshold of this offence is not met at trial then the accused can
be convicted of the threatening and abusive behaviour offence instead’®). The aggravated
nature of the stalking offence would thus presumably be reflected at the sentencing stage
with stalking convictions likely to attract sentences nearer to the higher end of the scale,
compared to convictions for threatening and abusive behaviour.

England and Wales

In 2012, England and Wales introduced the Protection of Freedoms Act 2072 which
inserted two new stalking offences into the Protection from Harassment Act 1997. These
offences were introduced because the Profection from Harassment Act 1997 was viewed
as being ineffective at targeting stalking, with one contributor to the House of Lords
debate on the Protection of Freedoms Act 2072 summing up the situation as follows: “[tlhe
current law is patently not working and the state is failing victims"’’. The main problem
identified with the Protection from Harassment Act 1997 was its breadth,”® in particular, it
“did not go far enough to identify and prosecute the types of behaviour that distinguish
stalking from other, milder cases of harassment””’. Thus, the 1997 Act was described as
“no longer fit for purpose”® as cases of stalking and harassment continued to rise since
the 1997 Act was passed, and dissatisfaction was expressed by stalking victims who felt
that their cases had not being taken seriously by the criminal justice system.®'

England was also influenced by the success of the Scottish stalking laws, with the
Independent Parliamentary Inquiry into Stalking Law Reform noting, that while there had
only been 70 prosecutions for stalking in the 10 year period before the Criminal Justice
and Licensing (Scotland) Act was passed in 2010, there had been 150 prosecutions in the
first four months of that Act being introduced in the Strathclyde region alone.®? In
particular, the fact that the Scottish law names the crime of stalking and lists relevant
stalking behaviours was persuasive in ensuring that the specific stalking offences were
adopted.

”® The section 38 offence can apply where the behaviour “is likely to cause a reasonable person
fear or alarm”- section 38(1)(b) of the Criminal Justice and Licensing (Scotland) Act 2010.

7¢ Section 39(8) and (9) of the Criminal Justice and Licensing (Scotland) Act 2010 provide:
“(8)Subsection (9) applies where, in the trial of a person (“the accused”) charged with the offence of
stalking, the jury or, in summary proceedings, the court—

(a) is not satisfied that the accused committed the offence, but

(b) is satisfied that the accused committed an offence under section 38(1).

(9)The jury or, as the case may be, the court may acquit the accused of the charge and, instead, find
the accused guilty of an offence under section 38(1).”

7 House of Lords Debate on Protection of Freedoms Act 2012 (6 December 2011), col. 650 available
at http.//www.publications.parliament.uk/pa/ld201011/ldhansrd/text/111206-
0001.htm#11120644000422

’® Independent Parliamentary Inquiry into Stalking Law Reform, Main Findings and
Recommendations (Justice Unions’ Parliamentary Group, 2012) at 21.

7 House of Lords Debate on Protection of Freedoms Act 2012 (6 December 2011), col. 650 available
at http.//www.publications.parliament.uk/pa/ld201011/ldhansrd/text/111206-
0001.htm#11120644000422

8 Independent Parliamentary Inquiry into Stalking Law Reform, Main Findings and
Recommendations (Justice Unions’ Parliamentary Group, 2012) at 21.

¥ Ibid at 22.

8 Independent Parliamentary Inquiry into Stalking Law Reform, Main Findings and
Recommendations (Justice Unions’ Parliamentary Group, 2012) at 24.
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The Protection of Freedoms Act 2072 inserted sections 2A (offence of stalking) and 4A
(stalking involving fear of violence or serious alarm or distress) into the Protection from
Harassment Act 71997. Under section 2A, a person is guilty of an offence if they pursue a
course of conduct that amounts to stalking.®® A person pursues a course of conduct
amounting to stalking if the course of conduct amounts to harassment, the acts or
omissions involved are associated with stalking and the person knows or ought to have
known that the course of conduct amounts to harassment.?* The section then lists
“examples of acts or omissions which, in particular circumstances, are ones associated
with stalking”:

“(a) following a person,
(b) contacting, or attempting to contact, a person by any means,
(c) publishing any statement or other material—
(i) relating or purporting to relate to a person, or
(i) purporting to originate from a person,
(d) monitoring the use by a person of the internet, email or any other form of
electronic communication,
(e) loitering in any place (whether public or private),
(f) interfering with any property in the possession of a person,
(g) watching or spying on a person.”®

This is a summary offence which carries maximum penalties of 51 weeks imprisonment
or a fine not exceeding £5000.%¢ This offence carries a greater maximum term of
imprisonment than the general offence of harassment under section 2 of the Profection
from Harassment Act 1997 which has a 6 month maximum sentence.?’

The aggravated stalking offence under section 4A is committed where a defendant
pursues a course of conduct which amounts to stalking and either causes another person
to fear on at least two occasions that violence will be used against them, or causes
another serious alarm or distress which has “a substantial adverse effect” on the other
person’s usual day to day activities. It must also be established that the defendant knows
or ought to know that his/her course of conduct will cause the other person fear or alarm
or distress® based on whether a reasonable person with the same information as the
defendant would think that the course of conduct would cause this®. This offence carries
a maximum penalty of 5 years imprisonment or a fine or both on conviction on indictment
and 12 months or a fine or both on summary conviction.” These penalties are the same
as those that apply to the general “putting people in fear of violence” offence under
section 4 of the Protection from Harassment Act 1997.

It has been suggested that the main result of introducing the new stalking offences in
England was “to simply set out that which was always implicit - stalking counts as

8 Section 2A(1)of the Protection from Harassment Act 1997.
8 Section 2A(2) of the Protection from Harassment Act 1997,
8 Section 2A(3) of the Protection from Harassment Act 1997,

8 Section 2A(4) of the Protection from Harassment Act 1997.

8 Section 2(2) of the Protection from Harassment Act 1997.

8 Section 4A(1) of the Protection from Harassment Act 1997.

8 Section 4A(2), (3) of the Protection from Harassment Act 1997.
% Section 4A(5) of the Protection from Harassment Act 1997.
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behaviour that can cause harassment”®'. However, the offences seem to have had a
significant practical impact with the number of charges brought under the Protection from
Harassment Act 1997 rising from 10,059 in 2012 to 13,348 in 2014.7

Northern Ireland

In Northern Ireland, stalking cases are currently prosecuted under the harassment
offences in section 4 and section 6 of the Protection from Harassment (Northern Ireland)
Order 1997 (which broadly correspond to the harassment offences in the English and
Welsh Protection from Harassment Act 1997). However, in response to a debate in the
Northern Ireland Assembly in September 2016 on stalking, the Northern Ireland Justice
Minister indicated that her Department would actively consider whether a specific stalking
offence should be introduced, taking account of the experience in Scotland, England and
Wales.”

Does Ireland need a specific stalking offence?

The experiences of Scotland and England and Wales suggest a number of advantages to
introducing a specific stalking offence. Firstly, specifically naming stalking as an offence
appears to have had a significant practical effect, with the number of prosecutions for
stalking activity increasing in both Scotland and England and Wales since they introduced
specific stalking offences.

Secondly, identifying stalking as a specific crime carries particular importance for victims
of stalking because of the “hidden” nature of the crime as well as its more serious nature
compared to harassment. This has been acknowledged by the English /ndependent
Parliamentary Inquiry into Stalking Reform stating, that “[n]Jaming the crime appears to
increase public protection from stalking and the confidence of victims”.”* Thus, by
specifically naming stalking in legislation, rather than including it within the broad-
ranging offence of harassment, the different and more insidious character of the crime is
underlined.

The Commission therefore recommends that a stalking offence, separate from the related
offence of harassment, should be introduced. The Commission considers that the
essential ingredients of the stalking offence should be the same as the proposed,
amended, harassment offence, so that the offence would be committed where a person
“stalks” another person by persistently following, watching, pestering or besetting
another person or by persistently communicating by any means of communication with
the other person or by persistently communicating with a third person by any means of
communication about the other person.

For the purposes of this offence, a person would stalk another person where he or she,
by his or her acts intentionally or recklessly, seriously interferes with the other person’s
peace and privacy and causes alarm, distress or harm to the other person and his or her

T Gowland, “Protection from Harassment Act 1997: The ‘New’ Stalking Offences” (2013) 77(5) J.
Crim, L. 387, 398.

2 “Stalking offences up 33% across UK- police figures” Reuters 24 June 2015 available at
https://www.rt.com/uk/269455-stalking-harassment-offences-rise/.

3 Northern Ireland Assembly, Official Report (Hansard), Volume 115, No 1, 12 September 2016,
available at http://data.niassembly.gov.uk/HansardXml/plenary-12-09-2016.pdf.

* Independent Parliamentary Inquiry into Stalking Law Reform, Main Findings and
Recommendations (Justice Unions’ Parliamentary Group, 2012) at 28.
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acts are such that a reasonable person would realise that the acts would seriously
interfere with the other person’s peace and privacy and cause alarm, distress or harm to
the other person. Thus, the stalking offence would differ from the harassment offence by
requiring the intentional or reckless acts of the perpetrator to interfere seriously with the
victim's peace and privacy and cause him or her alarm, distress or harm, as opposed to
the harassment offence which makes these alternative requirements. This additional
threshold that would need to be met for the stalking offence to be committed, as opposed
to harassment, underlines stalking’s status as an aggravated form of harassment.

The Commission recommends that the stalking offence carry the same penalties as the
re-stated harassment offence, that is, on summary conviction a Class A fine and/or
imprisonment for a term not exceeding 12 months and, on conviction on indictment, an
unlimited fine and/or imprisonment not exceeding 7 years. While the Commission
considers stalking to be an aggravated form of harassment, it does not feel that it is
necessary to provide for a higher maximum sentence for stalking than is provided for
harassment. The 7 year maximum sentence for harassment is considerable and is
already greater than many jurisdictions, such as England and Wales where the maximum
sentence for comparable offences is 5 years. Furthermore, the relevant aggravating
factors in an individual case can suitably be taken into account at the sentencing stage.

2.76

The Commission recommends that an offence of stalking separate from the related
offence of harassment should be enacted. The Commission recommends that the
essential ingredients of the stalking offence should be the same as the harassment
offence, whereby the offence would be committed where a person “stalks” another
person by persistently following, watching, pestering or besetting another person or
by persistently communicating by any means of communication with the other
person or by persistently communicating with a third person by any means of
communication about the other person. However, the stalking offence would differ
from the harassment offence by requiring the intentional or reckless acts of the
perpetrator to interfere seriously with the victim’s peace and privacy and cause him
or her alarm, distress or harm, as opposed to the harassment offence which makes
these alternative requirements.

2.77

2.78

Offences Designed to Target Once-off Harmful Digital Communications

As discussed above, section 10 of the Non-Fatal Offences Against the Person Act 1997 is
limited to persistent behaviour. The Commission recommended in its 2013 Report on
Aspects of Domestic Violence that harassment should be confined to persistent
behaviour,’® as described in Director of Public Prosecutions (0'Dowd) v Lynch,’® namely
behaviour that is continuous in that it consists of either (a) a number of incidents that are
separated by intervening lapses of time or (b) a single incident but of a prolonged type.”’

Limiting harassment to persistent behaviour means that posting content online by a single
upload which seriously interferes with a person’s privacy will not amount to harassment

% Law Reform Commission, Report on Aspects of Domestic Violence (LRC 111-2013), paragraph
2.97.

?6[2008] IEHC 183, [2010] 3 IR 434.

7 Law Reform Commission, Report on Aspects of Domestic Violence (LRC 111-2013), paragraphs
2.93-2.94.
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because the communication will not have been made persistently. Where material is
uploaded once on to the internet it is not certain that the requirement in section 10 of the
1997 Act of “persistence” is met. This is so even though the single once-off upload may be
available permanently to large communities of users or the world at large. Such a posting
can nowadays be done almost instantly at the press of a button. This section of the Report
explores whether such an interference with a person’s privacy should be criminalised
where it is sufficiently damaging to the person and where there is no public interest
involved in the dissemination of the content sufficient to justify it. Alternatively, civil
remedies available to individuals in such situations of damages and appropriate take
down orders may be considered adequate.”

The internet and other digital communications technologies have created new and
potentially insidious ways in which individual privacy can be compromised. The online
world leaves individuals vulnerable to serious privacy violations through the posting of
private, false, humiliating, shameful or otherwise harmful content, notably through social
media sites such as Facebook, Twitter or YouTube, without the consent of the subject. The
harm that is caused by such violations of privacy can be significant because content that is
posted online can be spread instantly and widely, possibly reaching global audiences.”

The permanence of online content as well as the potential for such content to go viral and
remain in the public consciousness and publicly available after the initial upload means
that such interferences with privacy can have substantial long term consequences, such
as harming future employment prospects and having harmful effects on the individual's
physical or mental health. This is despite the fact that the content may only have been
uploaded once.

Before discussing whether such behaviour should be made subject to the criminal law, it
is important to consider to what extent existing offences capture once-off harmful digital
communications.

Other relevant criminal offences
Offences in the Post Office (Amendment) Act 1957 (as amended in 2007), the Non-Fatal
Offences Against the Person Act 1997, the Criminal Damage Act 1991, the Child
Trafficking and Pornography Act 1998 and the Data Protection Acts 1988 and 2003 are
capable of capturing some but not all forms of once-off harmful digital communications.

Section 13 of the Post Office (Amendment) Act 1951 (as amended in 2007)

Section 13 of the Post Office (Amendment) Act 71957 (as amended by the Communications
Regulation (Amendment) Act 2007) provides:

“(1) Any person who—

(a) sends by telephone any message that is grossly offensive, or is indecent, obscene
or menacing, or

(b) for the purpose of causing annoyance, inconvenience, or needless anxiety to
another person-

8 See Chapter 3.
’? See 0’'Higgins Norman “Report on Cyberbullying Research and Related Issues” Conference

Paper, Ist National Cyberbullying Conference (1 September 2014) at 3, where the author notes that
“a single action, which is then shared or repeated by others, may be as harmful as repeated
incidents”.
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(i) sends by telephone any message that the sender knows to be false, or
(i) persistently makes telephone calls to another person without reasonable cause,
commits an offence
[...]
(5) In this section, ‘message’ includes a text message sent by means of a short message
service (SMS) facility.”

Section 13, as amended, only applies to telephone and text messages. By contrast with
section 10 of the 1997 Act, it catches once-off events where there is no persistence or
where it would be difficult to prove.

Section 13 was introduced to “enable the Department [of Posts and Telegraphs] to deal
adequately with telephone offences, e.g. nuisance calls, false ambulance calls, grossly
offensive or annoying conduct on the telephone”.'® No similar offence existed under
previous Post Office legislation. The section was amended in 2007 by the
Communications Regulation (Amendment) Act 2007. This amendment clarified that the
offence could apply to text messages, but the main purpose of the amendment was to
increase the penalties that apply under the section.’®" During the committee stage of the
Bill, a Senator recommended that the offence be extended to electronic mail, as well as
text message as proposed, as a means of targeting cyber-bullying.'’” However, this
proposal was rejected by the Minister for Communications, Marine and Natural Resources
on the grounds that it would widen the offence “considerably” and “would not fit in with
the remit of the Bill as originally introduced” as “the sole intent of the Bill is to address
nuisance calls to the emergency services only”.'® Thus, the merit of extending the
offence to cover electronic communications was not considered, as this type of
amendment was not deemed suitable for the particular Bill under debate.

As noted above, '™ in 2014 the Report of the Internet Content Governance Advisory Group
recommended that section 13 be amended to include “electronic communications” within
the definition of measures dealing with the “sending of messages which are grossly

1% See Vol. 126 Ddil Eireann Debates, 27 June 1951, Post Office (Amendment) Bill, 1951- Second
Stage, comments by Minister for Posts and Telegraphs Erskine Childers available at
http://oireachtasdebates.oireachtas.ie/debates % 20authoring/debateswebpack.nst/takes/dail1951
062700053 70pendocument.

19" Vol. 186 Seanad Eireann Debates, 20 February 2007, Communications Regulation (Amendment)
Bill 2007 Committee Stage, comments by Minister for Communications, Marine and Natural
Resources Noel Dempsey available at 186
http://oireachtasdebates.oireachtas.ie/Debates%20Authoring/DebatesWebPack.nsf/takes/seanad
2007022000008?0pendocument&highlight=communications%20regulation%20%28amendment%2
9%20act%202007.

192 \ol. 186 Seanad Eireann Debates, 20 February 2007, Communications Regulation (Amendment)
Bill 2007 Committee Stage, comments by Senator Michael McCarthy available at
186http://oireachtasdebates.oireachtas.ie/Debates%20Authoring/DebatesWebPack.nsf/takes/sea
nad2007022000008?opendocument&highlight=communications%20regulation%20%28amendment
%29%20act%202007

19 Vol. 186 Seanad Eireann Debates, 20 February 2007, Communications Regulation (Amendment)
Bill 2007 Committee Stage, comments by Minister for Communications, Marine and Natural
Resources Noel Dempsey available at 186
http://oireachtasdebates.oireachtas.ie/Debates%20Authoring/DebatesWebPack.nsf/takes/seanad
2007022000008?0pendocument&highlight=communications%20regulation%20%28amendment%2
9%20act%202007.

1% Chapter 1, paragraph 1.11.
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offensive, indecent, obscene or menacing”.'® In its Issues Paper, the Commission stated
that it agreed with this proposed amendment.'®® However, upon further consideration, the
Commission feels that a more comprehensive amendment to section 13 is required.

The Commission feels that simply inserting “electronic communications” into section
13(1)(a) would not be an appropriate response to the need for a criminal offence to target
once-off harmful digital communications. Section 13 uses terminology which is out-dated
and potentially vague and requires more extensive reformulation if it is to successfully
apply to modern forms of communication. This is discussed further below, where
vagueness and the principle of legality are considered in light of a decision of the Indian
Supreme Court,'” where an offence relating to sending harmful electronic
communications, which contained expressions including “menacing” and “grossly
offensive” was struck down as unconstitutional.

Locating the offence within post office legislation also appears unsuitable should it be
expanded to include digital communications, which, as the Minister noted during the 2007
Act debate, would represent a considerable widening of the offence. However, while the
Minister claimed that section 13 was designed to target nuisance calls to emergency
services only, this does not appear to be the case based on the debates surrounding the
1951 Act, noted above, where a wider purpose behind the section was indicated.
Nonetheless this should be clarified. It would thus be preferable to repeal section 13 and
provide for a new offence in a dedicated harmful communications bill instead. This is
considered further below.

Section 5 of the Non-Fatal Offences Against the Person Act 1997

Section 5 of the Non-Fatal Offences Against the Person Act 1997 provides for an offence of
making a threat to kill or cause serious harm. This offence applies to threats “by any
means”'® and therefore would appear to extend to threats made online. This offence also
applies to once-off threats as there is no persistence element included. In order to
commit this offence, the perpetrator must make the threat “intending the other to believe
it will be carried out”'” this requirement ensures that only intentional threats are
captured by this offence and so, for example, messages posted online which use
threatening language but are made without this intention are not covered. This offence
carries a maximum sentence of 12 months for a summary conviction and 10 years for a
conviction on indictment.'"

Criminal Damage Act 1991

The Criminal Damage Act 1997""" replaced 19" century legislation on criminal damage. It
took account of advances in technology, so that it can be applied to digital or online

195 Report of the Internet Content Governance Advisory Group (Department of Communications,
Climate Action and Environment, 2014) at page 45.

1% |_aw Reform Commission /ssues Paper on Cyber-crime affecting personal safety, privacy and
reputation including cyber-bullying (LRC IP 6-2014) at page 3.

"7 Shreya Singhal v Union of India (2015) Writ Petition (Criminal) No. 167 of 2012.

1% Section 5(1) of the Non-Fatal Offences Against the Person Act 1997,

% Jbid.

"% Section 5(2) of the Non-Fatal Offences Against the Person Act 1997,
" The 1991 Act implemented the Commission’s 1988 Report on Malicious Damage (LRC 26-1988),

which recommended that the English Malicious Damage Act 1971 be used as a model for reform.
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communication where an individual’s computing technology is targeted by unauthorised
access or hacking of their email, social media or other type of internet-based account to
send harmful messages or post harmful material. By contrast with the requirement for
persistence in section 10 of the 1997 Act, the 1991 Act applies to once-off activity.

The 1991 Act extends to the deletion and modification of data."'? Section 2(1) provides:

“A person who without lawful excuse damages any property belonging to another
intending to damage any such property or being reckless as to whether any such property
would be damaged shall be guilty of an offence.”

“Damage” in relation to data is defined in section 1(1) of the Act as:

“(i) to add to, alter, corrupt, erase or move to another storage medium or to a different
location in the storage medium in which they are kept (whether or not property other than
data is damaged thereby), or

(i) to do any act that contributes towards causing such addition, alteration, corruption,
erasure or movement.”

In 2014, a man was fined €2,000 after pleading guilty to criminal damage under the 1991
Act for posting an offensive “status update” on his ex-girlfriend’s Facebook page.'” The
accused stole the woman'’s phone which he then used to log in to Facebook to post a
status update in her name stating that she was a “whore” and would take “any offers”- an
example of what has come to be known as “fraping.”'" The DPP stated that the offence
had more in common with harassment than criminal damage and that the harm was
reputational rather than monetary. The Court noted that there was no relevant procedure
to guide sentencing in the case but stated that it was a reprehensible offence that
seriously damaged the woman'’s good name.

This case was the first, and to date only, prosecution in Ireland for criminal damage to a
social media account and illustrates the merits of the clear but relatively general
language of the 1991 Act which was drafted over a decade before the first social media
site appeared.

The Commission’s 1988 Report noted (at paragraph 20) that “[aldvances in technology can also
result in new applications of the concept of ‘damage’.” The Commission also noted that the English
1971 Act was able to take account of such developments and referred to Cox v Riley [1986] Crim L
Rev 460, in which the defendant was convicted of criminal damage under the 1971 Act when he
erased programmes from a plastic circuit card used to operate a computerised saw. As the
Commission noted, this was because the card was undoubtedly “property of a tangible nature”
under the 1971 Act and the erasure of the programmes constituted damage.

"2 Section 1(1) of the Criminal Damage Act 1991 defines “property” to include data, as follows:

“ ‘property’ means—

(a) property of a tangible nature, whether real or personal, including money and animals that are
capable of being stolen, and

(b) data.”

Section 1(1) defines “data” as “information in a form in which it can be accessed by means of a
computer and includes a program.”

% “Man avoids jail for ‘criminal damage to Facebook page’” /rish Times 30 June 2014 available at
http://www.irishtimes.com/news/crime-and-law/courts/man-avoids-jail-for-criminal-damage-to-
facebook-page-1.1850417.

" The process of accessing someone’s Facebook page and posting an embarrassing status update
as a prank is often referred to as “fraping.” See “Court’s ruling on ‘fraping’ sets legal precedent”
Irish Independent 01 July 2014 available at http://www.independent.ie/opinion/comment/courts-
ruling-on-fraping-sets-legal-precedent-30396062.html.
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The 1991 Act also includes an offence, under section 5, of unauthorised accessing of data.
This offence applies where a person without lawful excused operates a computer-

“(a) within the State with intent to access any data kept either within or outside the State,
or
(b) outside the State with intent to access any data kept within the State,

shall, whether or not he accesses any data, be guilty of an offence.”

The offence is committed whether or not the person intended to access the relevant data.
In the context of harmful digital communications, this offence may be relevant where
content is hacked from an individual’s devices or cloud services and posted publicly.

The Criminal Justice (Offences Relating to Information Systems) Bill 2076 proposes to
implement the 2013 EU Directive on Attacks Against Information Systems.'" The Bill
proposes to amend the 1991 Act to remove all references to data and to introduce a
number of new offences to replace the offences under the 1991 Act which relate to
damage to data and unauthorised accessing of data.

Assuming the 2016 Bill is enacted, the offence under section 2 of the 1991 Act relating to
damage to property including data will be replaced with an offence of “interference with
data without lawful authority”. '"® This offence will be committed where a person without
lawful authority “intentionally deletes, damages, alters or suppresses, or renders
inaccessible, or causes the deterioration of, data on an information system”. The hacking
offence currently provided for under section 5 of the 1991 Act will be replaced by offences
dealing with accessing an information system without lawful authority117 and interfering
with the functioning of an information system by imputing data, transmitting, deleting,
altering, suppressing or causing the deterioration of data or rendering data on the system
inaccessible."® The Bill also includes offences dealing with intercepting the transmission
of data without lawful authority'" and using a computer programme or any device,
password, unencryption key or code or access code to commit one of the other offences
provided for in the Bill."?

The 2016 Bill contains a provision on jurisdiction (discussed below'?') which extends the

offences to persons within the State who commit an offence in relation to an information
system outside the State'? and persons outside the State who commit an offence in
relation to an information system in the State.'® The Bill also extends to Irish citizens,
persons ordinarily resident in the State, a body corporate established under the law of the
State and companies formed and registered or otherwise provided for under the
Companies Act 2074, who commit an offence outside the State in relation to an

"8 Directive 2013/40/EU of the European Parliament and of the Council of 12 August 2013 on
attacks against information systems and replacing Council Framework Decision 2005/222/JHA.
"¢ Section 4 of the Criminal Justice (Offences Relating to Information Systems) Bill 2016.

"7 Section 2 of the Criminal Justice (Offences Relating to Information Systems) Bill 2016.

"8 Section 3 of the Criminal Justice (Offences Relating to Information Systems) Bill 2016.

"7 Section 5 of the Criminal Justice (Offences Relating to Information Systems) Bill 2016.

120 Section 6 of the Criminal Justice (Offences Relating to Information Systems) Bill 2016.

121 See paragraph 2.230.

122 Gection 10(1)(a) of the Criminal Justice (Offences Relating to Information Systems) Bill 2016.
2 Section 10(1)(b) of the Criminal Justice (Offences Relating to Information Systems) Bill 2016.
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information system outside the State where the act is also an offence under the law of the
place where the act was committed.'?

Child Trafficking and Pornography Act 1998

The distribution of intimate images of children (child pornography) online is a crime under
section 5 of the Child Trafficking and Pornography Act 71998. Online distribution of child
pornography is expressly included under the Act as the definition of child pornography
extends to any visual or audio representation of a child (who is engaged in or depicted as
being engaged in sexual activity or depicted as witnessing sexual activity or whose
dominant characteristic is the depiction, for a sexual purpose, of the genital or anal region
of a child or encourages or counsels any sexual activity with children or indicates or
implies that a child is available to be used for the purpose of sexual exploitation)
“irrespective of how or through what medium the representation, description or
information has been produced, transmitted or conveyed”'?®. There is no persistence
requirement under section 5 of the 1998 Act and so the offence is capable of capturing
once off uploads of intimate content where the person depicted is under 17 years.

Section 5 of the 1998 Act relates to the production, distribution, publication, import, export
or sale of child pornography. Section 5(1) provides that an offence is committed by any
person who-

“(a) knowingly produces, distributes, prints or publishes any child pornography,

(b) knowingly imports, exports, sells or shows any child pornography,

(c) knowingly publishes or distributes any advertisement likely to be understood as
conveying that the advertiser or any other person produces, distributes, prints, publishes,
imports, exports, sells or shows any child pornography,

(d) encourages or knowingly causes or facilitates any activity mentioned in paragraph (a),
(b) or (c), or

(e) knowingly possesses any child pornography for the purpose of distributing, publishing,
exporting, selling or showing it”

A person found guilty of an offence under section 5 is liable on summary conviction to a
fine not exceeding €2500 or to imprisonment for a term not exceeding 12 months or both
and to a fine or to imprisonment for a term not exceeding 14 years or both on conviction
on indictment.

A potentially problematic feature of the 1998 Act is that it makes no express provision for
what might be described as self-produced child pornography, ' whereby individuals
under the age of 17 send intimate content to others under 17, frequently referred to as
“sexting.” This type of behaviour has become more pervasive since the introduction of
camera phones and particularly smartphones and thus is unlikely to have been
contemplated when the 1998 Act was enacted. There is therefore no discretion in the
1998 Act to account for the age of the defendant, unlike the Criminal Law (Sexual
Offences) Act 2006, which only allows proceedings for the offence of defilement of child

124 Section 10(1)(c) of the Criminal Justice (Offences Relating to Information Systems) Bill 2016.
'8 Section 2(1) of the Child Trafficking and Pornography Act 1998.
6 This term is used by Hallissey to describe sexting between children under the age of 17. See

Hallissey, “The Constitutional Status of ‘Sexting’ and Self-Produced Child Pornography” (2012)
22(4) ICLJ 109.
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under the age of 17 years to be taken by or with the consent of the DPP where the
defendant is under the age of 17 years.'?” Thus, Hallissey notes the anomalous situation
that currently stands whereby, if an underage couple engages in sexual activity they may
not be breaking the law, if they come under one of the exceptions provided for in the 2006
Act, but if they film this activity then they are open to the full force of the criminal law.'?®

The Criminal Law (Sexual Offences) Bill 2015 proposes to make a number of amendments
to the 1998 Act in order to implement the 2011 EU Directive on Combating Sexual Abuse
and Sexual Exploitation of Children and Child Pornography'?. The 2015 Bill proposes to
strengthen the law against child pornography significantly, particularly through making
better provision for targeting the online distribution and means of acquiring such content.
The Bill proposes to update the language used in section 5 of the 1998 Act by inserting
“transmits” and “disseminates” after “distributes”.’*® The 2015 Bill also proposes to
amend the offence of possession of child pornography under section 6 of the 1998 Act by
providing that the offence would be committed if a person “acquires” child pornography as
well as possesses such material or if a person “knowingly obtains access to child

pornography by means of information and communication technology”."'

The 2015 Bill also proposes to introduce offences relating to the use of information and
communication technology to facilitate the sexual exploitation of a child.'** The first
offence would provide that a person who “by means of information and communication
technology communicates with another person (including a child) for the purpose of
facilitating the sexual exploitation133 of a child by that person or any other person” is guilty
of an offence and liable on conviction on indictment to a term of imprisonment not
exceeding 14 years. The second offence relates to using information and communication
technology to send sexually explicit material to a child. “Sexually explicit material” is
defined as “any indecent or obscene images”'**. On summary conviction this offence
would carry a maximum penalty of a term of imprisonment not exceeding 12 months; on
conviction on indictment it would carry a maximum sentence of 5 years imprisonment.

127 Section 3(9) of the Criminal Law (Sexual Offences) Act 2006.

28 Hallissey, “The Constitutional Status of ‘Sexting’ and Self-Produced Child Pornography” (2012)
22(4)1CLJ 109, at 113.

2 Directive 2011/93/EU of the European Parliament and of the Council of 13 December 2011 on

combating sexual abuse and sexual exploitation of children and child pornography and replacing
Council Framework Decision 2004/68/JHA.

30 Section 12 of the Criminal Law (Sexual Offences) Bill 2015.

3! Section 14 of the Criminal Law (Sexual Offences) Bill 2015.

32 Section 8 of the Criminal Law (Sexual Offences) Bill 2015.

3% “Sexual exploitation” is defined in section 2 of the Bill as meaning, in relation to a child,
“(a) inviting, inducing or coercing the child to engage in prostitution or the production of child

pornography,

(b) the prostitution of the child or the use of the child for the production of child pornography,

(c) the commission of an offence specified in the Schedule to the Act of 2001 against the child,
causing another person to commit such an offence against the child, or inviting, inducing or
coercing the child to commit such an offence against another person,

(d) inducing or coercing the child to engage or participate in any sexual, indecent or obscene act,
(e) inviting the child to engage or participate in any sexual, indecent or obscene act which, if done,
would involve the commission of an offence against the child, or

(f) inviting, inducing or coercing the child to observe any sexual, indecent or obscene act, for the
purpose of corrupting or depraving the child.”

34 Section 8(4) of the Criminal Law (Sexual Offences) Bill 2015.

75



2.104

(€)
2.105

2.106

2.107

REPORT: HARMFUL COMMMUNICATIONS AND DIGITAL SAFETY

Significantly, the Bill provides that no proceedings shall be brought for these offences
against children under the age of 17 except by or with the consent of the DPP."*

The proposed offence of sending sexually explicit material to a child in the 2015 Bill could
be applied in cases involving underage sexting instead of the distribution of child
pornography offence under the 1998 Act. This offence would be more suitable for such
cases as the requirement for the DPP to consent before such proceedings could be
brought ought to ensure that cases involving teenagers of similar age consensually
exchanging intimate images are not prosecuted. Charging this offence in the case of
children under the age of 17 instead of the distribution of child pornography offence would
also allow the child to avoid the stigma associated with child pornography offences which
were clearly not intended to apply to self-generated content distributed by teenagers.

Data Protection Acts 1988 and 2003

The Data Protection Act 1988, as amended by the Data Protection (Amendment) Act 2003,
protects an individual's right to privacy with regard to the collection, use and disclosure of
personal information or “data” by organisations. The Acts involve the implementation of a
1981 Council of Europe Convention'*® and a 1995 EU Directive on Data Protection'*’ and
therefore this is a matter that has been largely harmonised across Europe which makes
remedies more accessible and enforceable where the personal information is being
hosted in another country. The 2016 General Data Protection Regulation,”*® when it comes
into force in May 2018, will replace the 1995 Directive and will ensure even greater
harmonisation across EU member states in this area.

The Acts provide remedies where personal data is posted online without the consent of
the subject. As the unlawful activity contrary to the Acts does not have to be done
“persistently” once-off incidents are capable of being an offence. Yet, as noted by both the
Oireachtas Committee on Transport and Communications and the 2014 Report of the
Internet Content Governance Advisory Group, there appears to be limited public
awareness of data protection rights and the remedies provided by the Acts are not often
pursued.'®

For individuals to avail of the remedies under the Data Protection Acts, the content posted
online must be “personal data” defined as “data relating to a living individual who can be
identified either from the data or from the data in conjunction with other information in the

'3 Section 8(3) of the Criminal Law (Sexual Offences) Bill 2015.
3 Council of Europe, Convention for the Protection of individuals with regard fo Automatic

Processing of Personal Data (28 January 1981).

37 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the
protection of individuals with regard to the processing of personal data and on the free movement
of such data.

138 Regulation (EU) 2016/679 of the European Parliament and the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal data and on the free
movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation).
The 2016 Regulation is discussed further in Chapter 3, at paragraphs 3.30-3.46.

%7 See Oireachtas Joint Committee on Transport and Communications, Report on Addressing the
growth of Social Media and tackling Cyberbullying (Government Publications, 2013) at 35; and
Report of the Internet Content Governance Advisory Group (Department of Communications,
Climate Action and Environment, 2014) at 41.
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possession of the data controller”. '’ This includes images, videos, comments about the
person and other identifying information including his or her phone number or address.
The data must be held by a “data controller”™' and this definition includes social
networking and other websites.'*? The Acts do not apply to “personal data kept by an
individual and concerned only with the management of his personal, family or household
affairs or kept by an individual only for recreational purposes."”’3 This is known as the
“household exemption” and it will generally exclude personal data posted on private social
networking pages.'* However, where individuals post personal data on a public website
about another person without that other’s consent the exemption will not apply because
making information available for all to see is not regarded as a purely personal or
recreational purpose and the user will assume the full responsibility of a data

controller. ' The Article 29 Data Protection Working Party has stated that where a user
has “a high number of third party contacts some of whom he may not actually know” this
may be an indication that the household exemption does not apply and the user would be
considered a data controller.'* Therefore, if an individual posts personal information
about another person on a publicly available website or even a social networking page
which is accessible to a large number of people the individual may be a data controller
and the person harmed may have rights under the Data Protection Acts 1988 and 2003.

For the Data Protection Acts 1988 and 2003 to apply, the data controller must either be
established in the State and the data in question processed in the context of that
establishment'* or in the case of data controllers not established in the State or in any

'Y Section 1 of the Data Protection Act 1988.

1 Section 1 of the Data Protection Act 1988 defines a “data controller” as “a person who, either
alone or with others, controls the contents and use of personal data.”

1“2 See Article 29 Data Protection Working Party Opinion 5/2009 on online social networking
01189/09/EN WP 163 (June 2009) at 5.

143 Section 1(4)(c) of the Data Protection Act 1988, implementing the “household exemption” in
Article 3.2 of Directive 95/46/EC.

'“ Article 29 Data Protection Working Party Opinion 5/2009 on online social networking
01189/09/EN WP 163 (June 2009) at 5.

'“* See Lindqvist, Bodil, Criminal Proceedings against(C-101/01) [2004] ECR |1 12971, paragraph 47,
in which the EU Court of Justice stated in connection with the “household exemption” in Article 3.2
of Directive 95/46/EC:

“That exception [the household exemption] must therefore be interpreted as relating only to
activities which are carried out in the course of private or family life of individuals, which is clearly
not the case with the processing of personal data consisting in publication on the internet so that
those data are made accessible to an indefinite number of people.”

This case concerned a woman who was charged with breaching Swedish Data Protection
legislation for publishing on her website personal data on a number of people she worked with. A
number of questions were referred to the EU Court of Justice including whether the woman was a
data controller.

1% See Article 29 Data Protection Working Party Opinion 5/2009 on online social networking
01189/09/EN WP 163 (June 2009) at 6.

"7 Section 1(3B)(a)(i) of the Data Protection Act 1988. See also section 1(3B)(b) which provides that
for the purposes of section 1(3B)(a) each of the following shall be treated as established in the
State:

“(i) an individual who is normally resident in the State,

(ii) a body incorporated under the law of the State,

(i) a partnership or other unincorporated association formed under the law of the State, and

(iv) a person who does not fall within subparagraphs (i), (ii) or (iii) of this paragraph, but maintains
in the State—
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other EEA state, they must be using “equipment in the State for processing the data
otherwise than for the purpose of transit through the territory of the State.”"*®

Individuals have the right to request the removal or rectification of personal data. These
rights can be exercised at first instance through making a written request directly to the
data controller." In the event that a request is not complied with by the data controller,
the individual can refer a complaint to the Office of the Data Protection Commissioner'™®
who will attempt to settle the dispute by amicable resolution and will notify the individual
if this is not possible.”" If the Commissioner is of the opinion that a person contravened
or is contravening a provision of the Acts, other than a provision the contravention of
which is a criminal offence, then he or she may issue an enforcement notice requiring the
person to take such steps specified in the notice within a required time.'*? If a data
controller is found to have contravened the data protection principles contained in section
2(1) of the Acts, this enforcement notice may require him or her to block, rectify erase or
destroy the data concerned or supplement the data with a statement approved by the
Commissioner.”®® It is an offence to fail or refuse to comply, without reasonable excuse,
with an enforcement notice.™ A person found guilty of an offence under the Acts is liable
for a fine not exceeding €3,000 on summary conviction and to a fine not exceeding
€£100,000 for conviction on indictment.”®® Where a person is convicted under the Acts, the

(1) an office, branch or agency through which he or she carries on any activity, or
(1) a regular practice, and the reference to establishment in any other state that is a contracting
party to the EEA Agreement shall be construed accordingly.”
1“8 Section 1(3B)(a)(ii) of the Data Protection Act 1988.
' Section 6 of the Data Protection Act 1988 provides for a right of rectification or erasure, which

allows an individual to request a data controller who keeps personal data relating to him or her to
rectify or where appropriate, block or erase such data in relation to which there has been a
contravention by the data controller of the data protection principles in section 2(1) of the 1988 Act.
Section 2(1) provides that a data controller shall, as respects personal data kept by him or her,
comply with the following data protection principles:
“(a) the data or, as the case may be, the information constituting the data shall have been obtained,
and the data shall be processed, fairly,
(b) the data shall be accurate and complete and, where necessary, kept up to date,
(c) the data—
(i) shall have been obtained only for one or more specified, explicit and legitimate purposes
(i) shall not be further processed in a manner incompatible with that purpose or those
purposes,
(iii) shall be adequate, relevant and not excessive in relation to the purpose or purposes for
which they were collected or are further processed, and
(iv) shall not be kept for longer than is necessary for that purpose or those purposes,
(d) appropriate security measures shall be taken against unauthorised access to, or unauthorised
alteration, disclosure or destruction of, the data, in particular where the processing involves the
transmission of data over a network, and against all other unlawful forms of processing.”
%0 Section 10(1) of the Data Protection Act 1988. The Commissioner can also investigate where it is
believed that there is a contravention even where no complaint is received.
131 Section 10(1)(b)(ii) of the 1988 Act. This decision then may be appealed to the Circuit Court within
21 days.
152 Section 10(2) of the Data Protection Act 1988.
153 Section 10(3) of the Data Protection Act 1988. Under section 10(4), the person who is subject to
the enforcement notice may appeal to the Circuit Court within 21 days of the notice being served on
him or her.
1% Section 10(9) of the Data Protection Act 1988.

%% Section 31(1) of the Data Protection Act 1988.
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court may order any data which appears to the court to be connected with the commission
of the offence to be forfeited or destroyed and any relevant data erased."®

Therefore, while the Post Office (Amendment) Act 19517, the Non-Fatal Offences Against
the Person Act 1997, the Criminal Damage Act 1991, the Child Trafficking and
Pornography Act 1998 and the Data Protection Acts 1988 and 2003 cover some once-off
harmful digital communications, none of these offences are capable of providing a
comprehensive response to this type of behaviour. The Commission thus considers that
new criminal offences are required. In this respect, it is instructive to look at how other
jurisdictions have legislated for this type of activity.

How once-off harmful digital communications are dealt with in other jurisdictions

A number of jurisdictions have introduced offences designed to target once-off harmful
digital communications including New Zealand, Australia, Canada and England and Wales.
The experiences of these states can offer guidance on how legislating for this issue can be
approached.

General offences designed to target once-off harmful digital communications
New Zealand

In 2015, New Zealand introduced an offence of “causing harm by posting a digital
communication” under section 22 of the Harmful Digital Communications Act 20175. This
offence is designed to target harmful once-off digital communications. This offence is
committed where a person posts a digital communication with the intention to cause harm
to a victim and this action would cause harm to a reasonable person in the position of the
victim and the posting causes harm to the victim.'” The Act defines “harm” as “serious

emotional distress”."®®

In assessing whether a post would cause harm the court may take into account any
factors it considers relevant including the extremity of the language used, the age and
characteristics of the victim, whether the communication was anonymous, whether it was
repeated, the extent of circulation of the communication, whether it is true or false and the
context in which the communication appeared.'® The definition of “posts a digital
communication” extends to the posting of intimate videos and images,'*° behaviour which

1% Section 31(2) of the Data Protection Act 1988.
%7 Section 22(1) of the Harmful Digital Communications Act 2015.
%8 Section 4 of the Harmful Digital Communications Act 2015.
%7 Section 22(2) of the Harmful Digital Communications Act 2015.
160 Section 4 of the Harmful Digital Communications Act 2015 defines “posts a digital
communication” as follows-
“(a) means transfers, sends, posts, publishes, disseminates, or otherwise communicates by means
of a digital communication—
(i) any information, whether truthful or untruthful, about the victim;
or
(i) an intimate visual recording of another individual; and
(b) includes an attempt to do anything referred to in paragraph (a)”
Section 4 of 